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applications. Finally, few of the issues prevalent in the IoT field were explained and the future scope and applications were left out.
A comprehensive focus on IoT forensic was presented by Yaqoob et al [37]. This work demonstrated novel factors that flffect and
enable forensics in the IoT domain. It further provided an investigation of several IoT forensics literatures and categorized them
depending on sources of evidence, forensics phases, networks, enablers, forensics data processing, forensics tools, forensif:s laye:s,
etc. to analyze their strengths and weaknesses. Several research challenges and issues were identified as future research directions.
Sharma et al presented many definitions for IoT notions based on different researchers' perspectives [38]. The authors
chronologically addressed the evolution of this technology. In the end, a slight discussion was provided to handle different IoT
aspects such as its technology trends, communication standards, architecture and an overview of its future.

1.2 Findings and Impacts . :
There are many surveys that have been done to investigate different fields and issues of IoT domain till now. To the best

of our knowledge, there are no prior surveys similar to ours. Interestingly, Table 1 displays how this work is distinctive from other
highly cited papers mentioned in the previous section considering many perspectives out of which IoT paradigm, architectures,
spreading spectrum techniques, layers protocols (original, recent, future enhancements), [oT middleware (recent challenges), IoT
simulation tools, IoT applications, research security and challenges, and research history analysis and recommendations. In light of

the aforementioned deficiencies of the related works, the major findings of this work can be summarized as follows:

1. Having higher value for researchers, as this survey is considered to be a starting point for their future researches because it

gives the reader the opportunity to comprehend what has been done in IoT field, what still needs to be developed as well as

. what the risks and weakness factors are that need to be addressed. In addition, it exhibits the current trends in IoT research

that are encouraged by the need for the convergence in multiple interdisciplinary technologies and IoT applications.

2. Highlighting diverse visions, definitions, and a thorough overview of IoT components and features for the reasoning of -

editing a better comprehension of different IoT specifications by researchers and technicians.

3. Providing a detailed demonstration of different spreading spectrum techniques (i.e., Direct-Sequence Spread Spectrum
(DSSS), Frequency-Hopping Spread Spectrum (FHSS), Chirp Spread Spectrum (CSS), Time-Hopping Spread Spectrum
(THSS)). Based on such important information, the network designers can use the proper or suitable spreading spectrum
techniques in their IoT communication systems, which will reduce crosstalk interference, obtain less static noise and data
integrity, reduce signals susceptibility to multipath fading, avoid signals interference, and guarantee security implementation
by making IoT data signals hard to detect, intercept or demodulate. - : =

4. Providing insights and deep synopsis of the most recent standards and protocols, which are classified based on different IoT
stack architecture (i.e., application, transport, network, and data link layers), thereby making sure that the reader will be aware
of the full picture of the original, current, and future enhancements of each protocol. Matter of fact, conducting comparisons
between all protocols in each layer from different perspectives will help the researchers and technicians in deciding which
one suits them more quickly in professional and organized manners without digging through precise details provided in
standard specifications, sources, and Request for Comments (RFC). :

5. Presenting a comprehensive overview of the emerging challenges and issues in the IoT domain in order to be tackled through
future researches. In fact, after studying numerous IoT research papers we have come to the conclusion that most of the
challenges and security issues emerge from the remarkable increase in data traffic, the huge variety of traffic types, diversity

™ ~of IoT devices, great variances in data forms, heterogeneous net‘Wor_k’s, etc. All of these concerns have a dramatic effect on
the performance and QoS of the IoT systems. ' S ,

6. Detailing the most and recent trends and specifications of IoT middleware aspects. In other words, we make sure that the
readers get a full understanding of the recent challenges and issues that face the middleware field, the diverse classification
of middleware architectures, and differences of emerging middleware platforms for each type of architecture.

7. Introducing a comprehensive overview of IoT simulators that are currently available through classifying them into categories
according to their functions and then conducting comparisons while considering prevailing needs and aspects. Besides, the
major challenges raised through moving from simulating the Wireless Sensor Network (WSN) environment into IoT are
highlighted, thereby allowing the developers to upgrade the current versions of these simulators to suit IoT environment’s
requirements.

8. Analyzing the IoT research history, utilizing Scopus database through 2011 to 2020, in a very professional manner which
primarily includes both IoT stack and middleware architectures. In particular, as far as the former is concemed, we analyze
-the growth and diminishment of publications in the whole IoT stack which includes data link and communication protocols,

network, transport, as well as application layers. In regards to the latter one, we analyze its publications’ growth and
diminishment considering actor-based, event-based, cloud-based, and service-based architectures bearing in mind that
addressing the challenges and limitations of middleware architectures has to take the functional components as service
cor_nposition, registration, and discovery and non-functional needs, such as ease of deployment, privacy, security, availability,
reliability, timeliness, and scalability all into consideration. As a result, we provide recommendations that will certainly
attract most IoT researchers.

1.3 Paper Outline
The remaining of this paper is organized as follows:

o~ <OVerview of the IoT paradigm (definition, functional blocks, basic components of smart devices) (section 2).
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Figure 1: IoT device components

2.3 Basic Components of IoT Devices :
~—.~_IoT systems as mentioned before consisting of devices and app
other they must have basic components, as will be illustrated below: - - R S e
1. Tdentification (ID): Each object in IoT system must have a unique identification; an ID 1s assigned to an entity based on
conventional parameters like universal product code, Media Access Control (MAC) ID, [Pv_ﬁ ID or apother custom method
[27]. ' ' : ' : :

2. Meta information: Metadata consists of informatio

_ hardware, serial number and manufactured date. - -
3. Security controls: It resembles the “friend list” o

types that can connect to his device [28]. SRES . = =2 % ’
4. Service discovery: This feature enables each IoT device to store details of all other smart devices that belong to the network
in a specific directory. It is very important to keep these directories updated in order to get information about new devices
" that recently have joined the IoT network [28]. B

vice to start, update and terminate the relation between itself and other

5. Relationship management: It allows each IoT de
devices. Furthermore, it stores a list of the devices types that it should be connected with, according to the service type

they are provided and based on human settings [27] [43]. For instance, a light sensor can create a relationship with a light

- controller device. : . ; = : T Shesso= ~
6. Service composition: This component enables interaction between smart objects and aims to provide users with the best-

integrated service. To achieve such goals, the discovery service tries to find the required service that is provided by the
smart object, to get benefit from it later on. It is also in charge of processing the data obtained from different objects to

provide the user with the best solution [43].

lications, in order to allow them to communicate with each

n about each device ianqT' system such aS"Elgvicq model, ID, revision,

£ Facebook, as the device owner péﬂﬁlaée restrictions on the devices

3. Architecture of IoT eonBen e
‘more data traffic and the need for large data processors and storages

IoT connects millions of smart objects, which leads to
[19]. Based on the above, IoT will face challenges regarding QoS, privacy, and security [44]. Thus, IoT architecture must take into

consideration many issues such as interoperability, scalability, QoS, reliability, etc. [45]. In the literature, various IoT architectures
have been suggested [46] [47] [48)- Nevertheless, each proposed architecture brings many shared drawbacks and fails to cover all
of the IoT characteristics, which are summarized as follows [49]: =S : :

a. Distributive: IoT model is probably developed in an enormously distributed environment, where data can be collected
from various sources and consequently can be processed via distinctive smart entities in a distributed procedure.

b. Interoperability: IoT devices that belong to distinct vendors have to communicate with each other to obtain mutual goals.
Protocols and systems must be also designed in a manner that permits smart devices from numerous manufacturers to
exchange their sensed data in an interoperable manner. :

c. Scalability: Billions of objects are expected to join the network of any IoT environment. Thus, applications and systems

~ that run on these environments must be able to manage and process a tremendous amount of data.

d. Resources scarcity: Both of computation units and energy are considered to be highly scarce resources.

e. Security: Users' feelings of being helpless and exposed under the control and dominant of an unknown external device
could sorely handicap IoT deployment.

'To overcome these issues, many researchers follow a specific-layered architecture for IoT infrastructure. In every proposed
IoT architecture, similar techniques, functionalities, and services will be grouped into the same layer, which will facilitate the
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Application Layer: This layer represents the front end of ToT architecture, where most of IoT potential will be exploited,
because it provides IoT developers with interfaces, p]atforms -and tools that are required to lmplement IoT apphcat:ons

such as smart homes, intelli gent transportation, smart health, and smart cmes [49]. Moreover it is responsible for receiving
the processed data from the network layer .
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- 3. Mobility supporting: It is common that fog applications communicate directly with mobile smart entities. Thus, fog
- computing is able to support mobility standards such as locator identifier separation protocol [28] [59] [60].

4. Real-time interactions: It has the ability to implement real-time interaction services since it can give an instantaneous
response. : :

5. Dominance of wireless access. : : =

6. Supporting online analytic and interaction with the cloud, as it plays a significant role in the ingestion and processing of
a massive amount of data that are received from close smart devices.

7. Scalability: Fog permits IoT environments to grow, so as the number of smart devices increased, as a result, the number
of fog nodes will be increased too to handle the new load. Such resource expansion cannot be achieved from the cloud
side since the deployment of new servers is highly cost.

8. On the fly analysis: Fog resources aggregate data to transmit it partially processed to the cloud servers for additional
processing. :

9. Power constraints: Since most of the smart devices are battery-powered, long-distance communication toward the cloud
will deplete their energy faster. :

Figure 5: The role of the cloud and fog computing in the delivery of ToT services

3.2.3 Cloud Computing Architecture

In the IoT model, communication and information systems are embedded in a smart environment that surrounds us, This
will lead to the generation of a massive amount of data that needs to be presented, processed and stored in an efficient, seamless and
easy interpreting manner. According to [12], cloud-computing technology is the latest paradigm that proves its efficiency,
scalability, autonomy, and reliability, as it provides high capabilities in dynamic resources discovery, ubiquitous access and
composability®, which are important for the prosperity of the future of IoT applications [49]. This platform plays several roles such
as a data receiver from smart devices, a computer that analyzes and interprets distinct types of data, and as a supplier of web-based
visualizations [61]. Many researchers try lo construct a compatible architecture that can describe the function of the cloud computing™ "~
paradigm as shown in Figure 6. This model consists of three layers, which are; the base layer that includes a database to keep details
of all smart devices in the IoT network. The next layer is the component layer, which includes the codes that are required to interact
with all IoT entities and employ a subset of these entities to execute a service or to query their status, where the last layer in this
model is the application layer, which is in charge of providing users with the needed services [28].
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Data Link Layer IoT Protocols / Communication protocols:
The following bullets summarized the most common IoT communication protocols:

(1) Near Field Communication (NFC) protocol [52] [53] [54]: is a very short range wireless ~ 7 b
communication protocol, through it mobile objects can communicate with each other over a few W
centimetres. All varieties of data can be transmitted between NFC devices, in seconds, through o b A Ak
bringing them near to each other. This protocol is based on RFID, as it utilizes the alterationin = N v
magnetic field to allow devices communicate with each other. NFC devices can operate in two Ll.| s / \ake/a
modes which are active and passive, in the active mode all communicating devices should 2o [oT dasiee) |
generate magnetic fields, while in passive mode one of them generates magnetic field and the . oA
other utilize load modulation to transmit their data. The passive module is very useful in "
communication between power constrained devices in order to optimize energy. All of
smartphones today are NFC enabled. The following are some parameters values of the NFC

otocol.

" Jolas)l s el ¥
e Frequency: 13.56MHz . bacindieh- ) Z1AD
e  Range: 10cm —> for Communicdion frobocals

e Data Rates: 1 00—420kbps.

(2) Low-power wireless PersonflaArea Network (_gLowPAN) protocol: this protocol was [l PVb)
developed to permit wireless smart things to connect through the internet via employing IPV - 3 \Lslolz
functionality, by taking the nature of wireless IoT networks into consideration and constructing oT Ve

ngﬁ!‘_ 3 e 23l T Gonneck VA et for ol devico

very compact message header format [55].6LoWPAN breaks down hindrances to utilize IPV6 h‘:“_‘s Sratl B
addressing protocol in limited processing capabilities, low power [56]and low data rate IoT A i Jé
objects over limited bandwidth of wireless networks [11] [57] [58]. WEC N o Ranse fsls®
e  Frequency: 2.4GHz
\l Ra"ge.'- IO - Iﬂd ﬁ‘l{"f/’ =2 FO/ (an’lll:f-\\:\l!\

. : %
e Data Rates: 20,40,250 kbps R cal e U

1] Gk

(3) Bluetooth Low Energy (BLE) protocol: is an emerging wireless technology that was developed
via the Bluetooth Special Interest Group (SIG) [59] for short range communication. It has been .., 31 . p
3 ]

developed as a low-power solution for[monitoring and controlli@applif_@n_fThis protocol
supports quick transmission of data packets with data rate up to 2Mbpsin Industrial Scientific * mSashend] o b

Medical (ISM) band. There are two types of devices that implement BLE protocol: master and Ranye
slaﬁ(Where master acts as a prime device that can connect to several slaves. Let us assume an Jepl, Y el
IoT scenario in which a PC or a phone act as a master, where the other devices like fitness tracker, e
smart watch or thermostat act as slaves. In such scenario slaves have to be very power efficient, v\ LB
so they will be in sleep mode until they receive packets from the master device [1 ]]_) Sk Camnaicabion M)

o  Frequency: 2.402=2481GHz (P, psd)Sleey #oke Jb Ys Glave 1 -

asfes Mabes s | Mutey 3 Uso , Lodal
es du 282 ¢38 <« ® Data Rates: 125 Kbit/s, 1 Mbit/s ,2 Mbil/s
. s i =

o Range: up to 100 meters for Comasaiarion
ighes Y-ta lake ""j
= G0 Ned¥ ) ollck y s

s Y24 ZigBee: this protocol was developed to suit wireless communication of ;%'sonal afea networks > Hve Sleep
(PANS), as it offers high security, low-power operation, scalability and LrQ_b_us,];ne_ss [60].This awae hme
k.‘}\, (U4 conmede) technology will be embedded in vast range of applications and products across commercial,

consumer, government and industrial markets [61]

ol ﬂoa-c_nl-

\ols oS Seager s ) L € Lhat  masher

—+ =
; - . ) pas ® el —ia | ‘ :
A % inc| sams ® (Frequency:24GHz Q- a-v.'-nf:: o1 sl Lo Fo G L wg (Wadiy)wele Sead o Packed
(_3_-__: ‘}_\ laberndy 1 e 5 .J.-J-_l Maye/ 2 3
D“ﬂh \e¥ 3\." jf\ - _*- L
élo'd?w N G s i 4 G":&-‘*‘:J: - Conmun'cqh‘,n R‘d'——b bthn.‘S!im (t‘hgdl O~ L-J_,-ln S‘.Av‘!. J\.o

Jazl Lad) Lz i) = wle L&
biae) Rowe ) s Jup Moshy I

.a‘,’l

an,( A )9 B-\\mf rﬂ\t‘l{"}

N RV Lova
L s Power N uEs S

ol el Yo oy G

o) ¥

m CamScanner


https://digital-camscanner.onelink.me/P3GL/g26ffx3k

& ’
Nasaiprd ¢ |abvadd Sewrce =F  energy N G2 L, Q) csss st S0 ¥

Ly
Pabtery  asw'ske) » Ankerna Lo S':‘"“ xS & BAP by e
Chips

f‘-'b:-t_'e} Pr.l--:.-lJ' ’.LD f"i‘:l' Commuyaieke e /Ll_)-’ € s / PﬂS),’u! ’CIJL/& }"u'oﬂ
Cktansmithisn) P
& > 2a)e/
G ol el libe bime I WA brassaitt A s i o> olectromgadichie) A ". p )
celecdtromagacke Tl ) oe sl B«\fu) P " Poe t S (lilee ne
® Range: 10-100m
Praboce

e Data Rates: 250kbps — net Vi/y Woh ba¥ i} is recommended

(5) Radio Frequency Identification (RFID) protocol: it is a low power, low cost wireless

communication protocol, that consists of passive or battery assisted passive (BAP)\sm_allihl,Ei\) )

with antennas that are named tags [11]. These tags can send data only when they are powered ‘
the reader, The life time of RFID tags can be generare elw

through electromagnetic field enerated b

measured in decades, as they dgﬁmemal source of energy to operate [62] \" et N
[63],which makes this technology suitable in many applications. None the less, the primary .

hurdle of this technology that the RFID tags can operatem reader coverggg_dﬂ@ s Jos e
which is not more 10 m in fully passive tags, while its range reaches 50m in BAP tags [64]. 22 Lz, —uk

e 125 — 134 KHz — Low Frequency (LF) — An extremely lon quelengtié }vgth flsmlﬂly a Sm%lchj
short-read range of about 1 — 10 centimetres. Batay 17 H% “LT Q;" » " o :;L._

e 13.56 MHz — High Frequency (HF) with read range of about 1 cm - 1 m. require a long- Ceader
read range.

e 865— 960 MHz — Ultra High Frequency (UHF) — 4 short, high-energy wavelength up to
30 (651 Pbea| ) N i Gote sl Bl clomeud #

(6) Low Power Wide-Area-Networks (LPWAN) protocols: are low power, low cost and low-
bandwidth communication over long distances. Moreover, they transmit over sub-GHz radio
frequencies from 433MHz to 868 MHz in Europe and up to 915 MHz in USA, with transmission
ranges from 1 m up to 50Km [66].As many industrial, civil and other IoT applications need to
operate over a wide area, then existing technologies which operate in the frequency bands of 2.4
or 5 GHz ISM (industrial, scientific and medical area) are required. To overcome this problem,
a number of low power wide-domain networking protocols have arisen. The following are the
characteristics of LPWAN protocols:

= The devices that implement these protocols, are very low power consumption.

= These protocols support the transmission of short packets only, commonly 100 bytes or
less.

« The devices that implement LPWAN protocols consist of very low-cost unit, these
devices usually cost less than few dollars.

» These devices are designed to have good coverage inside and outside their domains.

The sections below discuss the current cutting-edge approaches for LPWAN
technologies. Daba bak  with physicd Voot

6.1. LoORaWAN: is a physical layer communication protocol, with low power consumption and —
long battery life time that reaches up to 10 years. LoRaWAN targets wide-area network (WAN) ;
services and applications (such as M2M, industrial applications and smart city) [66] that require Yl Tho
long communication distances, which have ranges from (2-5) Km in urban territories and up 10 Vesy Seul-bie
15Km in suburban areas [67].It support large networks with billions ofidevices ,thus the data rate

of this protocol ranges from 0.3 kbps to 50 kbps. The communicaticﬂSthrough LoRaWAN is

. c_,_r"z-"J ! bidirectional. oy
e Frequency: Various (100Hz, 869 MHz (Europe) and 915 MHz (North America)) [67] o alil A
e Range: 2-5km (urban environment), 15km (suburban environment) Fomnesicdon il
e Data Rates: 250 bps—5.5 kbps/11 kbps/50 kbps. e
{:-J'(:.LJC\L::? ’ib} QJJJ}}J:_-L;‘ UJ’MJ(Q’:‘L‘-'—"("’LJ‘
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6.2 Low P .
MAC and ;g:{erIFI (WIFI HaLow- IEEE 802.11ah) protocol: is a wireless communication
AT ayer protocol, that was developed to communicate with wi ensor networks

S, that requires long-range communication and less power consumption.

® Frequency: 900 MHz
Range: up to 1 km.
® Data Rates: up to 347 Mbit/s.
6.3 IEEE 802.15.4g (marketed as WiSUN) protocol: this protocol operates in both sub-GHz

bands and 2.4 GHz bands. Data rates varies from (40 -1000) kbps. Furthermore, it supports PHY
packet sizes starting from 1500 bytes. Also, this protocol enables IP packets to deliver without

Tragmentation. Py ~- :
: Re a5y )L',:_ Eiml Wanty (oK
Frequency: ISM <2.4GHz AN s rabe, Uob Glo Ly) deslan s
e Range: up to 1000 meters. < IE F/..J-Ml--l-"m e L_r

e Data Rates: 50 kbps to 1Mbps.

6.4. SigFox protocol: is a narrowband (or ultra-narrowband) technology, that is developed for - §
connecting a massive number of power constrained devices. This protocol operates on 868-MHz

frequency band, the spectrum Is divided info 400 channels of 100Hz [68]. IoT devices can Olee e
transmit up to140 packets each day with data rate up to 100 bps and with coverage range of 30— r] devices I

50) km in rural territories and (3-10) km in urban territories [69]. 1is Wz Aaey LI
. . = [}
e Frequency: 868-MHz. Bl ) ool dil 9 s Qe WL

e Range: 30-50km (rural environments), 3-10km (urban environments). —> Amazia3 Ranse
* DataRates: 10100005 oo\, sy Pabebyed) d7 Rame A Lo &6 d d

(7) Neul: this protocol operates in sub-1GHz band, it uses small chunks of the TV White Space _. _ Lo oCoe
spectrum, in order to transmit data with high coverage, high scalability, low-cost and low power =k Lk-' =5
in WSNs. It transmits over UHF band with a range of 300 MHz to 3 GHz, this communication

technology is called Weightless! [11). (Fsr wireless Seaser net ol BAViCeament)
e Frequency: 900MHz (ISM), 458MHz (UK), 470-790MHz (White Space)  .\z J-Jl_g\b Gy i
e Range: 10km om0 e pein pas AL Q-;LJ’

e Data Rates: Few bps up to 100kbps . Glacs 1.0
s (amazis _:"r.,t.ch
(8) Z-Wave: it is a low power wireless communication tec nology, that is mostly designed for
domestic automation products, such as smart light controller and other sensors inside home —

devices. This technology aims to provide reliable communication with low latency transmission

of small data packets, and small data rates that can reach up to 200kbps [70]. Z-wave radio =y
operates in 900 MHz ISM bands. Once it is deployed on a control device, then it can enable the  Smazt |,
controlling of up to 232 smart devices [71]. e

o Frequency: 868 MHz in Europe and 908 MHz in the United States 900MHz (ISM)

e Range: 30m —7 L= PEN
Data Rates: 9.6/40/200kbit/s % i

col is a new standard for machine to machine(M2M) communications, that is based on white
y. This technology was developed to meet the requirements of numerous applications, with
Jow cost, low power and good coverage range. Moreover, th_is protocol offers comunications through low
frequency spectrum and l_ong rang, and data transmission over vyhxte space banq and unlxcgnsed spectrum. The name
weightless reflects the light-weight nature of this protocol, since the transmitted data is diminished for devices

communicated with a few bytes [174] [175].

| The Weightless proto
space wireless technolog,

CamScanner


https://digital-camscanner.onelink.me/P3GL/g26ffx3k

. e
Ranse 3} ©1  Fouesr IV Sz,
cd Ja R¥e s e

®) Cellular: any 10T service that demands to operate over long distances, can benefit from
deploying GSM,3G and 4G cellular communication protocols. As their abilities of transmitting
high quantities of data packets, particularly in 4G technology. Based on that, the communication
through cellular protocols is so expensive, and extremely power consumption for many
applications [72].

®  Frequencies: 900/1800/1900/2100MHz
® Range: 35km to 200km  !'*\dles 2l (el V

® Data Rates (typical download): 35-170kps General Packet Radio Service (GPRS), 120-
384kbps (EDGE), 384Kbps-2Mbps Universal Mobile Telecommunications System
3G(UMTS), 600kbps-10Mbps High Speed Packet Access (HSPA), 3-10Mbps Long-Term
Evolution 4G (LTE) —> oW ¢ 56 Lus

> ;;':.;_,JL g = Llul sl o v MBZS a0
(10) Telensa:"this communication protocol transmits over Ultra Narrow band technology, sub
1GHz unlicensed ISM bands. In addition, it provides fully bi-directional communication, so it
is convenient for monitoring and control operations. A Telensa sink node could connect up to
5000 devices, and its communication range can reach up to 2km in urban territories and 4 km

> s> & ifrural domains. {The life time of a Telensa node can be reach up to 20 year3)[73].Thi$ protocol

,__,_.;:JJ! Asde )]

is applicable for many applications such as smart parking, smart lighting and other smart city Yol (Sae

applications [74] [75]. 7y &

“e Frequency: 868 MHz T Fo)x ‘;
e Data Rates: downlink rate of 500bps and an uplink rate of 62.5 bps

:lkm. - c - -
e Range Wl ol Gux W gl Smakcily ) o puazy
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6. Middleware

It is anticipated that the number of IoT devices will reach aro
things that are connected to the internet, represents the so-called IoTs, aims to make the surrounding environment more intelligent
[248]. Based on the above, the amount of the collected data in the IoT environment will be immense and will create considerable
defiance for both industries and researches domains. One of the major challenges that IoT paradigm confronts is machine-to-machine
communication, where this challenge forms a big concern in IoT systems because of an abundant number of the existing smart
devices that do not follow the same protocols, as most vendors do not care about the compatibility of their products with other
competitors® brands. One of the proposed solutions to solve this issue is to enforce universal standards, which is very hard to be
applied, while another proposed solution is to implement middleware software to facilitate the communication process among these
devices. Middleware can be defined as a software that offers interoperability between incompatible applications and devices, also
it hides all the details of smart objects [249] [250]. Hence, it acts as a software bridge between the applications and the things, as it
enables IoT systems to work efficiently with each other [12] [20] [24] [251]. There are numerous middleware solutions, either a
proprietary or an open-source provided through companies, where most of these solutions are similar to each other. However, there
are no guidelines or performance metrics that enable us to compare these solutions to each other [249]. According to that, many
challenges face IoTs middleware as described below [28]: C\m‘\m}.ﬁ' 5 :

~

Transmission 500m -1 km 1km (urban) | (30-50) km (rural) 30m (35.200) km 2G 3k (urban)
range 10 km (rural) (3-10) km (urban) Rural: 500 km/h *t, suburban: 120 -
km/h *t, 10 km/h ‘éGG)
* (4
: 5(:%1;:::,11 (Z(G)) —T00nW
Power\ current 2 pA- 8 mA (3-50) pA 500 mW - 4W/ (19- ~5mW 00mA 3G
consumption 49) mA 800mA (3G)
(1,000-3,500) mV.‘V' 4G 5000 Tights
Number of nodes 5000 55000, 100 K . 232 nodes 4,000 devices /lam” (4G) ek bt
[per network devices per cell tition.
Applications Smart meters, Electrio Smart farming, Smart home Voice Calls (1G) iﬁ';&;“:&
smart oity, smart metering status monitoring, Voice calls, browsing and short i ST
agriculture manufacturing | asset tracking, smart messages 2G} - - q“amyt,orm
automation, building, pallet Video conferencing, GPS and mobile moni g,
retail pointof | tracking for logistics TV (3G) g
sale terminals, Wearable dm..;s;b Tlghm - mt::ment,
. g A
smart city applications and o
3 meter
Data rate 50 kbps-1Mbps |  (30-60) kbps (10-100) bps (9.6, 40, 200) 2.4 kbps (1G) 500bps 2
200 kbps kbps 64 Kbps (2G) downlink 62.
144 kbps-2 Mbps (3G) bps uplink
100 Mbps - 1 Gbps (4G)
Spreading DSSS DSSS FHSS DSSS FHSS, DSSS, CDMA® oy
technique %
Applicable routing RPL * * AODV, DSR™ AODV, DSR, GPSR*® RPL
protocols ;
Mobility Yes Yes Yes Yes Yes Yes
Cryptography AES, certificates, AES,LTE AES-128 AES-128 Voice scrambling (1G) Authentication City-data
~, HMAC® encryption e and 128-bit key per subscriber (2G) guardian
- SNOW3G cipher, Rijndael cipher,
- KASUMI cipher and AES-128 (3G) -
: = EPS integrity algorithm (4G)
References [236] [237] [238] [239] - [238] [240] [24] [241] [242] [243] [244] [245] [212] [246]

und 50 billion in 2020 [247]. This massive number of smart

.o )\ )\-“'\\

ks By amemer 3] us o @)
Sttels )\ & by > £
Statefs N e \Foae 2 o o1 VR

40 CDMA: Code Division Multiple Access
4! DSR: Dynamic Source Routing

2 GPSR: General Packet Radio Service
“ HMAC: Hash based Message Authentication Code

a

i Programming abstractions and interoperability; To facilitate collaboration and data exchange ambng heterogeneous
devices, IoT middleware aids to permit distinct sorts of smart devices to interact easily with each other.

ii. Device management and discovery: This property allows IoT devices to discover all other devices and services that are —o
located in their network domain. The infrastructure of the IoT environment is mostly dynamic since all newly joined devices S5 &= ¢ ¥
must announce their existence and the services they provide. Therefore, IoT middleware requires being scalable and Catal & \59
provides APIs in order to list all IoT devices, their capabilities, and their services. In"addition, APIs have to provide th
users with abilities to categorize the devices based on their capabilities, manage devices depending on their remainin
energy, report problems in IoT devices to the users and perform load-balancing procedures among them.
iii. ~ Bigdataand analytics: [oT sensors collect an enormous amount of data that requires to be analyzed by specific algorithms
based on a data type. Also, some of the sensed data may be incomplete because of the flimsy nature of wireless sensor
networks. Thus, middleware should consider this issue and extrapolate incomplete data by using a suitable machine-
learning algorithm.
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iv. Pr_'l\'ﬂtyf Most data that comes from IoT applications and services are related to human personal life. Thus, security and
privacy issues have to be considered when transferring and processing them, which is required to build mechanisms that
address these issues by middleware. ‘ : — s

V- Cloudservices: Cloud computing part is the most important layer of any IoT system becanse all of the sensed data willbe. " -
stored and analyzed in a centralized cloud. Therefore, IoT middleware should be run smoothly in distinctive types of clouds 2 s =

s and enables IoT users to gain the most benefits from the data collected through smart sensors. : : =

vi. (;untext d.etection: IoT applications are classified into two types, which are ambient data collection applications and real-

... lime reactive applications. In thelfirst type) sensors collect data that will be processed later on offline to get reasonable
= gformatfo_n that will be used for the same scenarios in the future, while in the [second fypeJsystems should make a real-"
time decision based on the sensed data. et Kme DV W) W Pty dis B0 Tazs mmliead N

6.1 Architecture of ToT Middleware = = === © AT Vet b
The current architecture of IoT middleware is classified into three types based on the services they provide as follows [2
T s ea 9, Ml 1 s )
1. Sen’ice-_Oriented Architecture (SOA) or Service-Based Solution: In SOA users and developers are allowed to employ -
or add different types of IoT devices to be utilized as services [30] [253]. Figure 12 représents the architecture of SO.
middleware, which consists of three layers: The Physical layer that contains actuators and sensors; the Virtualized laye
which cousists of cloud and infrastructure servers that are responsible fot performing different computational operations
and the Application layer that composes of all services and utilities. SOA is deemed 10 be a heavyweight and a very high®
performing middleware, where it can be implemented on the nodes that communicate with the cloud servers or on a
powerful gateway that is placed between the cloud layer and IoT devices layer. Based on that, this type of middleware is-
not suitable to be implemented on resource-constrained devices and it does not permit device-to-device communication. — &
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igure 12: Service-based IoT Middleware .

o 7 ,p S

2. Cloud-Based Solution: In this type, users are constrained by the number and types of smart devices that can be connected
to IoT applications. In addition, the sensed data can be easily collected and interpreted, because different used cases can ==
be programmied and fhen determined in advance [30] The resources of the cloud-Computing environment restrict the .-
opérational components of this middleware. These furictions such as storage system or computation engine are represented
. and managed by APIs, where IoT services are controlled and accessed by either cloud bolster RESTful APIs or by the
applications provided by vendors as shown in Figure 13, % 50 e e
3. Actor-Based Framework: It is a lightweight middleware that can be implemented in Sensory, Gateway and Cloud “ “g.c 3) a¢
- , 1 operations of this middleware are distributed in both sensory layer and mobile access ,

Computing layers. The computationa
layer as shown in Figure 14 [24) - 200 o oo i i SN e o
4. Event-Based Framework: This type of middleware aiins to improve the development of distributed systems by suppo
the. implementation of the publish\subscribe paradigm. as shown.in Figure 13, This paradigm i considered: to be
o ication infrastructure that aims to provides clients with general-purpose services, s it helps them to cope with the
Wonss AL ; ) ‘Jarge-scale” and distn'buted'environments.”,_ln_‘__eve;nt#b?sed ‘middleware, distributed.
application complexity is partially hidden from the programmer, which will, in tum, simplify the development and -

programming of many functionalities. ® [wrt <Based
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6.2 Existing IoT Middleware Platforms

The following subsections summarize ¢

ifferent solutions of [o middleware p, i ble 7¢
between IoT middleware platforms from different aspects. o o,n So T e T

other devices ang “cloud:
“applications in order to collect, process and ang]yze the sense

Q1 T T - [fd l 5

pplications Avre . PCritting millions of connes f
applications AWS o1 o puild P
d data to tae 5 Suitab allows customers to o

le decision without any 0
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infrastructure by using AWS services like Amazon Kinesis and Amazon ClqudWatch. Also, AWS Io'l‘_‘pusto;nerg_can keep .
track of all the devices that are communicating with their applications all the time [25'4]‘. : e :

2. Azure IoT Hub: It is a central platform that was released by Microsoft to manage bldlrectlon.al communication between IoT
applications and their connected devices. Due to the high capabilities of Azure, it allows cllents'to_ construct fu].l—featm'ed, g
scalable IoT selutions with secure and reliable communications among the hosted cloud and a massive number of IoT devices.
Azure IoT ITub supports various messaging patterns to control IoT connected devices, such as request-reply, file upload from
devices and device-to-cloud telemetry [255]. , : ‘

3. IBM Watson IoT: This platform is built on the top of IBM Cloud to connect and control different IoT app_llal_nces, Sensors
industries, and home applications. IBM. Watson provides its clients with an enormous set of adds-on, bu.llt-:m tools, and . .
Blockchain service that enable them to build their own IoT applications, manage their appliances, extract key performa-nce,_;
indicators from their data, connect their tools and applications and process their collected data using historical and real-time
analytics.

4. Google Cloud IoT: It is a fully managed service, which consists of a set of tools that provide a complete solution to securely
and easily connect, process, manage, store, analyze, and visualize the generated data from dispersed devices, bothinthecloud -
and at the edge of the network. Google Cloud IoT aims to have the ability to build models that ca efficiently optimize'and
describe a client’s business, anticipate problemns, and improve operational efficiency [256]. © Sl

S.  Xively: It is a public cloud-based IoT middleware that provides a Platform as a Service (PaaS) [257]. This software aims to

help companies and developers to connect, monitor and control distinctive types of IoT sensors [258]. Furthermore, it offers a
web-based application that allows IoT devices to quickly connect and transmit data to its cloud servers. Also, it allows clients = =2
to retrieve their data from the cloud easily at any time and from anywhere; as it provides a time-series database that enables
S“’iﬂ stomgeand rei:rieval Ofdalﬂ [30]_ BREINE I =y e Sanomipce s oy v e o s e
6. Oracle IoT: It is a cloud-based service platform that enables users to build a real-time IoT solution, which can be integrated
with enterprise applications, using robust security cloud capabilities, innovative and powerful edge analytics. Moreover, it
processes the streaming of IoT data to merge insights into customer business easily and quickly. Oracle IoT permits clients to
connect their devices to the cloud, which will help them in taking critical strategie and decisions [259].

6.2.2'Service-Based ToT Middleware 5
A SRRy T s e s : P : 2 s

1. LinkSm:rt (Hydra): It is a web service platform that aims to eliminate the heterogeneity of distinctive devices and entities in
the ToT environment [260] [261]. Furthermore, it enables controlling all types of smart devices regardless of their
communication protocols, such as ZigBee, RF, RFID, Wi-Fi, Bluetooth, etc. LinkSmart distributes social trust computation and
security units through middleware to make IoT devices and services more secure and trustworthy. A prime novelty of this

middleware is supporting the utilization of IoT. devices as services by embedding the required services in these devices.

LinkSmart can also be used to manage specific IoT applications such as healthcare, agriculture and home automation. Also, it

supports the self-configuration of devices'and service discuvery [262]; There are no local aggrégation or processing Units for’
the sensed data on IoT devices that implement LinkSmart, so it will be sent to the cloud to be processed and archived [263].

2. Kaa: It is an open-source platform that is managed by Cybervision Inc and KaaloT technologies to enable building IoT
solutions. Using web page Graphical User Interface (GUI), based on the Apache platform, enables the creation of data delivery
schema, supporting multi-tenancy on servers and generation of endpoint Software: Development Kit (SDK): Kaa enables -
intefaction with endpoint devices directly or via gateways, while it secures (heir data by AES and RSA encryption methods.

3. Global Sensor Networks (GSN): It aims to provide a uniform platform that supports adaptable deployment, sharing, and
integration of heterogeneous IoT objects [20] [264]. This platform is built to meet the requirements of smart objects whether

they are physical or virtual sensors or actuators. GSN is a Java platform that is deployed either on IoT cloud or servers, where

a set of wrappers are permitted to fee he system with a collected live data, which will be processed later on based on XML,

Speciﬁcuﬁon files. : “__.j_-‘ ‘ ‘i;j‘;',j P e e : 3 S S
ThingSpeak ToT: It is an analytical open-source platform service that is developed by Matlab to enable communications
between people and things. ThingSpeak provides users with tools that permit them to collect, visnalize and analyze real-data’
streams in the cloud. Developers can easily store and retrieve data from devices and s ilizing HTTP protocol over

the internet [265]. . sl SRR ] SRR R

5. Aura: This middleware is designed to ease the development of pervasive mobilé IoT applicati
among heterogeneous devices and permitting them to communicate with each ot
optimize screen backlight and CPU to improve the performance level and redu
concepts in interacting with events, where system layers reply directly to the upper layer in a proactive
reactive concept all layers adjust their resources and performance based on demand [266). - - :

-

6.2.3 Actor-Based ToT Middleware

1. Calvin:. ILis an open-source JoT platform ihat was developed by Ericsson to be implemented on the energy-constrai
devices since it provides a portable and light-weight unified programming model, where its interfaces are defined via its in
and output ports [267]. In Calvin, all low-level communication protocols of IoT devices are hidden as the communicatios
between devices is performed through smart things® ports [30]. Moreover, Calvin can be implemented at the edge of IoT
environments to reduce long-distance communications, which will minimize the latency and power consumption of IoT device
The major merit of this middleware is its ability to migrate from one environment to another. =~ . -
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6.2.4 Eve

1.

£ s di
i = by IBM an
T = was develOPed >
Node-RED: It is'anopenfsomﬂ,lo,r_Pla‘_foﬁthzt < of its light footprint; e
bé‘implemented’at'_.thﬁ?fﬁdg?2?1‘?17i_?cztﬁo-’;k’-s-*-gg---‘-'""I‘]O is ﬁnp]emented. The n
based on an event-driven module and a ON-DIOSHIB e peq blocks that T
[oT applications easily through dragging and droPPIA8 ' 4 opaples securit
of this platform are. that it dOCS noft SuppOﬁsemge‘_sc?‘al SRR ab 5 PrO fe sSOT
ptolemy Accessor Host: This ope  platform was devec: pteof t)l(ﬁs platforn
model embedded and real-time devices [269]. The main CODEE It)h ol e
software components that interact and comm“mcf"‘e mth cacn o le tform that wa:
AKkKa: It is a set of open-source libraries and fre_e_actorfbased.p at s e
applications using Java or Scala language. It permits users to mee tolerance

hich will provide them with high performance, fault
avior, abstr: ec lications and the

g 222

 behavior, abstracts the communication among app

based IoT Middleware:
Hermes: It is an event-based and scalable middleware that aims to ease the

applications. Hermes creates self-managed event brokers based on P2P routing
environments. It introduces a resilient solution against failures via automatic ad:
' twork: Hermes middleware released two' versions ‘that sha
distributed and large-scale applications and communications.

Gryphon: It is a patronizable publish\subscribe and highly scalable middleware th
- time data over the network. Gryphon is developed by Java interface to support web 2
' ibe, and. content-based multi
nd an effective event matching engine. A
p mmunication between the publis d the subscriber.” e
Rebeca: This middleware is based on publish\subscribe technology to imple:
emphasizing on the design of efficient routing algorithms and employing profess
Rebeca aims to prevent and reduce flooding the network by events by utilizing
interoperability and subscription merging features with its services to support locatic

T B ! s
Event scope function hides the details of service implementation, as transmission pc

interfaces among external and internal, and notification representation [272].

FiWare: It enables efficient, flexible, secure and scalable communications among
was designed to support the control and monitoring of many IoT applications such
[28]. This platform consists of many components such as APIs, reusable modules g
build his IoT application. A set of sensed data collected by IoT sensors (context) is .
on to a specific server called the broker. FiWare has developed API to query and stor
is registered as a context consumer can retrieve the required data from the broker, T},
called an adapter, where it is responsible for transmitting a particular type of contex;

6.3 Open Research challenges of IoT Middleware:

Even though the IoT middleware field has handled many requirements and

. e AL een men till fAmma Anan nhallanaece that reanire tn he ravered and enlved TV
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into three categories [287):\[as o7 ) ppplicarial) been developed as a consequence 01107 1 Devicés Profile for Web Seny.
Simulators: These simulators have been developea in this category are Devices Prof !
1. Full Stack Sim . b siain. sitatord y, afs Deviee s
ability to simulate IoT elements and de]v[g:;;} The m : . : 7
Simulator (DPWSim) and 1FogSup [28 : & sy e e s
 Srinila that enables the development and the sm_lu}_atlﬂﬂ ,_0::1 d} ST netWofllzs andm
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s o e thmug'h'DPWS’tI:)r?tOC;IISic[:tim]l-s' with high flexibility. The graphical user interface ;
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' 5 s s i ir vi environments smoott,
DPWSim is designed by Java language, which permits IoT users of interacting with their virtual !

; el : ionalities, but the main drawback
Finally, this toolkit helps in developing, prototyping andt esting thelD sz;m “ﬁ.}n.pl:lonallh?& : e %
this simulator that it has no support for new technologies and protocols [286].

o e T a
It allows the simulation of different IoT applications and e management of diver e e
‘network “various conditi d scenarios [289].- IFogSim permits users
the cloud and the edge of the network upd_ql{ various cogd;pons‘.:ln | scenanios [289]. Ik I pRimiia-lise ;
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2. Big Data Processing Simulators: These simulators concentrate on processing _l_ng‘ data and eyg]uahng _‘9.3 pg‘fmcec‘
cloud resources, where the main simulators in t‘ms category are CloudSim [291]; SimIoT [292], and Ig’I"Slm [2?3] {
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details of the cloud environments and the services ey de [291]: The library functions of the cloudsin it

. of th classes that are needed to mimic virtual machines, serve
ations. Furthermore

i , in order to set up a cloud environm
virtual machines, data-centers, cloudlets, cloud coordinats

and data center brokers [294].
®  SimloT: It is derived from SimIC simulator and
[295]. SimloT is used to estimate the time needed

has been developed to mimic large-scale resources management [2J
for processing data that is submitte

d to . d either by IoT users or sensors
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e QualNet: Itis a tool that allows network designers to create a virtual scenario of all f:orms of_video, data and voice netw?rks.
Any network scenario consists of nodes that represent WSNs elements and endpoints (smtc'hes, ro_uters, ground_statmns,
access points, mobile phones, satellites, firewalls, radios, servers, sensors, and other securty eqqlp{nent) zmd links that
connect these nodes (Wi-Fi signals, internet circuits, LAN segments, LTE connections radio transmissions, etc.) [300]. The
graphical user interface permits network designers to build their projects in 2D and 3D environments. Also, it allows the
analysis of statistical data and packet tracing for debugging purposes [298]. ) :

e CupCarbon: ItisanIoTs WSN and smart city simulator that aims to visualize, design, compile and validate the algorithms
that are required for monitoring and collecting environmental data [304]. Furthermore, this simulator helps the researchers
to test their wireless models and protocols. CupCarbon provides two simulation environments; the first one permits the
generation of natural events like fires and it also supports the simulation of mobile entities such as flying objects and
vehicles. On the other hand, the second simulation environment allows designers to represent discrete event scenarios of
WSNs. Also, it grants WSNs designers the ability to simulate scenarios and algorithms in many steps as the following; a
step for specifying designated nodes, another step to determine the communication types between these nodes, and finally
determining routing to the base station. This simulator supports many IoTs communication protocols such as Lora, ZigBee,
and WiFi.

e OMNeT+: It is a discrete event network simulator that is developed using C++ language by OpenSim company [302].
This simulator consists of GUI libraries for tracing, debugging and animating any network scenario. It also has graphical
tools that enable building simulations and performing results computations. OMNet++ permits the hierarchical
organization of any simulation scenario, because the number of layers is not restricted. The processes inside the virtual
network such as drawing data flow charts, illustrating network graphics and displaying variables or objects during
simulation are visualized through a graphical user interface [305]. The structure of the scenario is defined by using network
description files (NED) that can be modified by the user via a graphical interface or a text file, where NED files are
separated from the simulator to efficiently support the simulation of large topologies. Further, OMNeT++ is distinguished
from other simulators in its ability to modify topologies in run time.

e  NS-3:Itis a discrete event simulator that is developed by C++ and Python language [286]. NS-3 permits researchers to
analyze large-scale systems and different internet protocols in a controlled environment. This simulator has been improved
to provide an open-source and an enormous network simulation platform, for the sake of supporting the education and the
research in wireless networks. Concisely, NS-3 provides users with a simulation engine to conduct their simulation
experiments and provide them with models that show how data packets perform and work. Furthermore, this simulator
supports having multiple radio interfaces and channels for the same node [306]. Many wireless communication protocols
can be implemented via NS-3 such as 802.15.4 and 6LoWPAN, but it does not support the protocols of the application

layer [287]. (93~ oy MeheK

To the bést of our knowledgé there is no simulator that can be used to build a fully detailed representation of any ToT

project until fow. Consequently, tq’ simulate a complete IoT project, ‘multiple simulators should be used together such as data-? Fall Shwex

generation, big data processing, and'packet tracing simulators. Table 8 shows a comparison between different IoT simulators based
on popular IoT criteria and features, where the justification for each selected criterion is explained as follows: } :
e Scope: This criterion specifies the level of coverage for different architectural layers of IoT, where (IoT) means that
the simulator has full coverage. ; e 2 '
Last update: It represents the time of the last maintena.ﬁce or upgrading that is performed on the simulator. :
o Language: It refers to the programming language of the simulator and reflects the portability degree of the simulated
primitives to be used in subsequent hardware models. = SR A o i
Type: It illustrates basic assumptions regarding the simulated entities and the relationships among them.
Layer of IoT architecture: Represents the architectural layer(s) components, stahdards,-and parameters that are
supported by a specific simulator. : e SEEINE S N S NN RS
e  Evaluated scale: The maximum network scale that can be simulated and provided through performing simulator
evaluations, » : - S e S IS A U
Mobility: Determines whether the simulator supports objects mobility or not. :
Built-in IoT standards: Specifies different protocols that are suppoﬁed bya éiﬁiulator. , AT SRS
Overall practicality: It is a specific measure to indicate the utility behind simulating all components and services in*~
the IoT environment. : B e R S RN e S e
Target domain: Indicates specialization degree. Sy Bl S e de
Cyberattack simulation: It indicates if the simulator supports security simulations. -~ .~~~

7 Table 8: Comparison between different IoT simulators Ea

25 G RGPS T 3 TR - &

mulator Scope Last Language Type Layer(s) of © Evaluated Mobility
Update IoTw- = |47 Scale .
Architecture | :
PWSim IoT 2016 Java Event-driven Small No
88] scenarios, Application scale
resource- .
constrained
cnvironments|
SR AT &
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. b = 8. IoT Applications R Sy T o adaras s
The Internet of Things is a modemn communication model that envisions a close future, wh

be equipped with transceivers, microcontrollers, sensors, actuators, and appropriate communication protocols that will allow

to communicate with each other and with other clients [308] [309] [310] [3 11]. ToT aims to make:the i ternet immersiv

pervasive through enabling easy access and interaction with a wide diversity of To devices as-surveillance’ cameras, moni

sensors, and home appliances. IoT will promote the devgjoﬁmgﬁt-pf'seﬁ* al applicati e Eéigﬁnﬁc‘aﬁdiii e

of data, which is generated by smart devices to 1 servi ! and organizations [312] [313

LRPL R LT b g SRR

provide modern services for-comp:

8.1 Sensors in IoT Applications e
An IoT network can commonly be described as an area the pied by
environment [314] [315] [316] [317]. A sensor node is defined. from an engineering P
chemical, biological, physical or mechanical parameters into ai;;#lectriéﬁl signal. These sensors are used to measure difl
parameters like wind speed (an anemometer), solar radiation or.temperature (thermometer), where an IoT application ret
to include at least one type of sensors o collect data from the IoT environment [314]. Sensor technology is contin
improving, accordingly these devices become cheaper, smaller, more energy-efficient, and more intelligent.h”[his will e
more applications to be implemented and disseminated such as; environmental monitoring, disaster management, dom
lie security and early warning systems. Van Laerhoven and Schmidt provided an overview of diverse'

human health, pub ) 1 a
of sensors that can be utilized in constructing ToT applications. The following section provides a concise preview of !

SENSOrs:

piac. .o 1. Light sensor: It is an e!ectrogic device used to detect light. The main function of these sensors is to provide infor®
£. dabe} about the light Qensny, 1n1en§:ty, type (qruﬁcml, sunlight), color temperature (wavelength), and light reflection. Thef
many types of light sensors like photodiode, UV-sensors, color sensors, IR sensors, etc. The ligh{ sensor is cm;smen

lle |isht
Sadedien be a rich source of data at a very low co.s;, as it has_lo_w energy consumption: : Yoo s 95} Qi
> 2. Audioand microphone sensor: It provides information about various sound types (noise, music ‘s‘;;:;i%dé) f&ﬁuj&‘

ron St-ll‘ i s
4—_--.“:“““ % 82 processing capabilities.
ity ; " . . o J 5 3 >
rokia _ Accelerometer sensor: It provides information about the motion, the acceleration or the inclinati y il
e (__e*ﬂ' where angular Sensors, accelerometers, and mercury switches are examples of this typeeollfl:el::)mn g
’,-Jf '!} o 4, L-ﬂ‘_‘llon SENSOrS: I_Tu:sc SENsors provule: important information about collocation, location rrsw imity, and F"’SiﬁN
devices, users or environment, Many applications can be applied using this type of sensors suc’:IFaLsxé‘“P}lSty‘GSM and *
J > ]

e d¢!

=) Fi2e
(ol ! badge systems [4] [318] [319].
o P " o & "
: ptee 5. | Touch sensors: Smarl devices, which are handled by us - ; y
(Vg = iy == : ; y users, could profit from th ; s mplem®
)g; ot < .dlru.i.l y _\ﬂllx a specific conductive surface, such as skin conductance or indirecl;;tiietgfsmsors’ gaiteeths ::gt et
i Ihese sensors tend to reduce encrgy consumption significantly, particularly for devi L ererer—— s $
e A evices that operate in the user

gU C\:.\M..L” (_-_—l:_J"U
\oy 0 ) &L WS

Sn-u“ B

beq'\({ A

& 3‘((\' B!

Vi

CamScanner


https://digital-camscanner.onelink.me/P3GL/g26ffx3k

(“.b)’ q’-'” Gt

bALS —'J‘p\

fo

. s

6. Temperature sensors: These sensors are distinctive as they are easy to use and very cheap. Thus, t}ley CaI:ib: mllxpcl:tlino;?f::' Gorwe ) & .
in many applications such as temperature measurement, fumes and flue gases, body heat detection, and app i) O%%
rubber and plastic manufacturing processes, etc. s : LA

7. Prrbs::n sepnsor: Itis utilized to measure many parameters such as the pressure of lxqmd§ or gases, ?mf_ﬂde or Wt'_aif IEY‘?I; R 222

8. Medical Sensors: Improving the efficiency of biomedical systems and the hf:althcal_'e infrastructure is one o kﬁen mg]s .
challenging objectives in this era, due to the need of offering quality care to patients with low costs, as well as tackling ; s s %
shortage problem in nursing staff. IoT sensors can be utilized to resolve the aforementioned issues throngh monitoning and ==
measuring several medical parameters like blood glucose levels, heart rate, blood pressure, respiration rate, p@_&tt_e and aan
body temperature in the patient’s body without any human interference. Medical applications aim to r.emotely monitor a
patient’s health and consequently, transfer the sensed data directly to the doctors to take a proper dec:l:v,mn [28]. ) )

9. Neural Sensors: Nowadays, it is easy to comprehend neural signals that come from the human brain, deduce the brain ), .5=_ J_:(
state and train it for a better focus and attention. These operations are known as neuron feedback, while the technology F s
utilized in this operation is called Electroencephalography or also known as a brain-computer interface and totally depends

ST, - =, Lsain J]
magnetic field that surrounds humans’ brains. This field is generated as a result of the communication between ==

“,\\-,uiu tn

8
R
o
3
g

: the brain is wandering in thoughts, calm, etc. in order to train | the brain Iatéibii to be ihéfé'_foédséd;_ have better mental @ 3= _.S..-
well-being, manage stress and to pay better attention towards things [27] [28].
10. Environmental and Chemical Sensors: These sensors are utilized to detect

environmental parameters such as pressure, temperature, humidity, air
and a thermometer measure the pressure and

physical, biological, and chemical e ¥ ‘{;
pollution, and water pollution [320]. A barometerf Sigads )
the temperature parameters, while the air quality 1s measured through sensors

- Ras 1) 2,0 )
] ors comprise of transducer and recognition| L Yepass
P part, where electronic tongue (e-tongue) and electronic nose (e-nose) are examples of applications that are developed| - ™',
5 depending on this technology [321]. Both of e-nose and e-tongue applications are based on the data generated by chemical S
b sensors, which will be then analyzed by different pattemn recognition to identify the stimulus. Furthermore, environmental| ®*¢ 2 ¢
3 and chemical sensors play a major role in momitoring the level of pollution in smart city applications [28] AL O
1 11. Mobile Phone-Based Sensors: Today smartphones not only serve as a means of communications and computing |' Ao \apss,
B owauom. bu: they also provide a valuable set of embedded sensors [322]. These sensors enable the deployment of many.L i =X
A applications in various domains, such as accelerometer, camera and microphone, magnetometer, GPS and light sensor. = \
82 Recent IoT Applications A e"l‘:ﬁ:}, B v sy w 08 Senrhpleno oy ewiromms 3\

mpp: W) a0s
i

o2 o )

J 2pplications wil] be summarized as follows:

14

o

8.2.1 Smart Cities
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L1, 21 8.2.1.1 Structural Health of Buildings= , = S e
*2e This service Tequires continual monitoring of the specifications of the areas that are prone to the effects of outside ag,
bz 5% and the conditions of every building. IoT sensors that are deployedin these buildings should construct a database contair
L;;.“’ .5 Information about the measurement of building structural integrity [324]. There are many types of IoT sensors that can be deplo
-~ 'b' in this area such as distortion and vibration, which are responsible for measuring buildings stress, atmospheric sensors for sen:

pollution level of the surrounding area and the sensors that are responsible for measuring the temperature and the humidity of
b Y e ent [323]. Employing IoT technology in this field reduces the cost of human peﬁodicm%?mﬂf@
ResSE e deploying a number of wireless sensors on the building and the surrounding area.
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Spo 1 essential problem in many modern cities, because of both the Storage constraints of garbage in land!
and the cost of this service. Applying IoT in this domain will lead to significant ecological advantages and significant cost savi
For example, the utilization of smart garbage collection to detect waste level and to optimize the garbage truck route will decte
the cost of the garbage collection process and will enhance the quality of recycling. To attain these objectives, IoT must connect
smart garbage collectors with a control center that processes the sensed data by an optimization software and then determine!
best management of this operation [323]. -~ - St ' N ar iy ) o) e \3) %

: ; {:ﬂrjlﬁ“ﬂ W o polialiaa 3 S\aS 5 &
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8.2.1.2 Waste
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8.2.1.4 Traffic Co.l_lgelstiop A% ) NSRS VO -
Traffic management js an i

than half of the world’s population were reporte
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confront today. Investin

out other bad drivers [2g1 urthermore, it wijy help to avoid accidents PY "

: [28]. Sensors ¢ : I
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82.1 5 Smart Grid

It is an electrical network that smartly connects and' int

consumers or those that do both, to effectively afford ¢ economlc “sustainable nnd'-'secure power' féSGurces. A Smart Grid employs

inventive services and products with intelligent surveillance, self-healing technologies, communication, and control to accomplish
the following purposes [334]:

1. Permitting customers to optimize the operations of the smart grid system.
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L A e Lt application aims to achieve 1 improve for t :

e -Slgm-ﬁgq‘gt"app!ilxcégo:d?mnistration offices and schools [323); Wh;%l;] '};'rhis s accomplished by utilizing 2PPropry
e bm1dmg:fsu_ch 3 ﬂ:'llsl;e it ‘Jecreases the costs of heating and clmix‘:lg 3321 oG ) s KW Awey N Lo

the efficiency, § £ 4 lights. o ol 3..,_ : . ,.--'u‘
:;:::::;sactuators and sensors that control h_g&dﬁy, temperature, an f’)!g—: Vs, v O\ Go o o oo D\ s oy
8.2.1.7 Smart Water Systems i ‘;———__‘mme =
It develops 8 modem approach tha pro fifidte sh

i licies, agin, infrastructure and climate cha " ems should supp
popdanon‘%’r:::z\;:a{il:’goﬁ;ﬁiaéuim through complex d:stnl.)utnon systems. '{h;SS,;gflS: e?é el et of i
reai'ou:ni} with adequate pressure. Nevertheless, any failure that infects these syds e e ool et e i et
:u:lity of water. Hence, a novel water management procedure is robustly require to
and to detect any deficiencies promptly. The prim

ary objectives of Smart Water Networks (SWNS_) are to confgzc:u; lg:;sring
y : ; )

surveillance system, data acquisition, integrating sensors technology, secunng the gathered information, informa

take decisions in rea

i ic visualizati
1-time [336]. SWN operation comprises of many steps, where the ﬁrsl' §tep 1s‘tool;3\:r: taos;l::;)a;zgs‘;athe i
1o collect full information of water network, like pipes, tanks, air valves, pumps, and stabilizers, 10
step in geographic information framework. After that, a set of sensor e tyasd
i i 1) . ) u‘ ';)0 Ads S I‘g =k = —: *
: ' ble action [337]- AN R snsad 2 o0 ar
an ug:)dn{%t‘:\c;n sgitexg,tg tgulje a suitable action [ H] St e qn_.%:\‘s gL
8.2.2 Medical and Healthcare Applications : et e

- id urbanizatig
] o future risks such as rapid uf!
s water security from significant S Sacreasa 1he burdens on way

anges, where these factors W ly ibicl

s will be deployed to continuously sense many walter paramet
such as pressure; quality, and flow. Finally, the sensed data will be transmitted through communication channe
B Lok

dical applications have received
_time, life quality enhancetment
critical _ﬁatim;;sit;‘mzi@s;_‘qq]_g

services, etc. According to that, it is clear
[313). For example, smart health applicat .
independently apart from hospital resricte h which continually monitc
parameters of their Health condifions. Subscquenti; elivering warnings ir case of finding any urs ual indicator. | :
which are dedicated, for ygaupcm'éan'measme;mo‘ﬁ"ifo:_and ‘swalyzé differént health status conditions such as heart rate, blo
pressure, gxygen' satura_t‘ién'iﬁ‘the blood and glucose levels. After measuring the aforementioned parameters, the sensed data v
be transmitted to a sp_eclﬁc database in order to be analyzed and accordingly to take a proper action, which will enhance the patie
health as shown in Figure 18 [28] [313].
Stress recognition is another healthcare application that is based on sensors of smartpho i -
an individual. This can be achieved through measuring physiological and behavioral data !:.lr(t:fl asnl‘:ls’ el th‘e St
ek O s Ll : ood pressure, skin conductan
heart rate, pupil diameter, and C(:ﬂ_;scél livel tg:denufy wheﬂ:-e’r‘ the person is feeling stress or not [338]
oF SeakisGu Jo i LayP) ] St P s :
8.2.3 Agricultural Applications e EHl Tl s B s L v B\ s
Agriculture plays an important role in any country’s econ i i i
individuals. However, numerous factors affect this field sutg as soil (;;I:\j;s:frét Pl'c;:gdes_ extensive employment opportunities
affect l.’ne cro?s,yield. Thus, it is vital to have surveillance systems on these fact;) Cﬂtf 1L.c1omide and changes in temperatin; o
B acton yild by deploying 10T sensors i agriulturalarcas [339], These srs o manage harvest growth and to raise agricul’
parameters such 2s humi dity, temperature, barometric pressure, and ok, enj's;s are able to monitor different environme?
two sides, the transmitter side and the gateway receiver side. The transmitter ﬁe y agricultural smart application COmPpIises
wireless net:;?:hm ic;lr:erdt_o iense different agricultural parameters, while ‘:;1 consists of many sensors that are connected !
parameters, which will be displayed by a user thro : ’ € receiver side i f
v e (52250 ejen DV DR2Z 2000 ugh,a web interface as shown in Figure 19. monitors and analyzes the &
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| 4. Easﬂy to bc coutrolled Smce SH applications can be managed via mobile phones, PCs and other commumcauon
. deVlCCS Ln_,—)\ Sn..ﬂ-“ Oe ass| y.-L. )A\hu) ' %\\\5 Cos¥ D) S fo & S«‘\/* \c‘-h ”\‘33 71-14 93
B 2 5 Smart Manufactunng System (SMS) A Ma

Maintainable manufactunng competitiveness relies on its capabilities with respect to quality, cost, delivery, and flexibility
[342]. SMS tries to maximize those capabilities through utilizing advanced technologies, which promote quick flow and w1despread
utilization of digital data inside and among manufacturing systems. Also, it integrates information and communication technologies
with smart software applications to:

1. Enhance the utilization of material, energy, and labor to produce high quality and customized items to be delivered on time.
2. Rapidly respond to changes in supply chains and mart demands.

Smart manufacturing model is distinctive from other manufacturing paradigms as it determines a vision of the next

manufacturing generation with improved capabihtles [343]. SMS adapts to any new cucumstances by utxhzmg real-time mformatton B

for intelligent decision-making and by pred:ctlng and preventmg any fmlure proactwely

8.2.6 Internet of Robotics Thmgs (IoRT)

In diverse industries or even m ofﬁces or homes robotlcs come in all s1zes and shapes from greetmg roboncs in restaurants
an object into an IoT enwmnment to enable connecttonsmthtough dlfferent protocols IoRT mtegrates smart robots through the
internet to perform personal activities or different professional operations as monitoring activities and events, controlling objects in

(the real-world and manufacturing. In IoRT application, multiple intelligent sensors and smaller robots are connected and
. collaborated in an orchestrated manner to achieve the goal of large robotic. There are many applications that are implemented

, through IoRT such as a self-driving vehicle, software robots to avoid human errors and save time, Smart Manufacturing (Industry
4.0), adaptive digital factory and automated IT processing applications

Smart devices with sensors Coiz, Lo 2 C:,,_,_,)l \hqs-—: v le e

connected to gateway device

- =

o, W

s MR PLRLRLE

Q

,ﬁ
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Figure 20: Applications of smart home technology [344]
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protocblréy:ﬁ'é'éed on scientific methodologies.

9. Broad and Open Research Challenges
IoT is a fabulous technology concept that for a long period was merely a dream. Nowadays, IoT has taken the worlc

storm and it is expanding with an unbelievable rate. Morgan Stanley predicted that the number of smart and heterogeneous
that will be connected to the internet would exceed 75 billion devices in 2020 [41] [345]. However, 10T services, applicati
devices face numerous issues and challenges that are deemed to be a primary hindrance in the implementation of IoT from ¢
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Chapter 3
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The LEACH Protocol Architecture

l_; Ny Dy (a5 oS e s O L hood-Svieat)

Wireless microsensor networks will enable reliable monitoring of remote areas. These networks are
essentially data-gathering networks where the data are highly correlated and the end-user requires
a high-level description of the environment the nodes are sensing. In addition, these networks
require ease of deployment, long system lifetime, and low-latency data transfers. This is a very
different paradigm than traditional wireless networks that require point-to-point connectivity, have
uncorrelated data, and often can rely on a fixed infrastructure. The limited battery capacity of
microsensor nodes and the large amount of data that each node may produce translates to the need
for high application-perceived performance at a minimum cost, in terms of energy and latency. A

cross-layer or application-specific protocol architecture can meet these specifications by exposin

SlidefY e~ ChM - dﬁ;‘_ ¥
daw EF ¥ |

To meet the requirements of wireless microsensor networks, we developed LEACH (Low-Encrgy enesyy smejet _) |

lower layers of the protocol stack to the requirements of the application.

. H s ‘i

Adaptive Clustering Hierarchy), an application-specific protocol architecture (sce Figure 3-1) [40]. Seagas JL
LEACH is a clustering-based protocol that includes the following features:
| T Claskes b e ) ) e

o randomized, adaptive, self-configuring cluster formation, &2z, Joka Dl s 0l @ gedes )

e localized control for data transfers, ) : base 4
‘\'m\';tv\
lusker-hea) o \zh Cal Ceg
e low-energy media access, and e N oNDBS ] frad i i lisle Nodes D1 I8 &

L %Cl\)\'t{-\u«\)l \-A:D_L\__.S“__, s L:,:-S]_;J Q@ﬂo

e application-specific data professing, such as data aggregation. =3, (_:J:\‘ ATas iy i ”
The application that typical microsensor networks support is the remote monitoring of an envi- Jo 2 us
ronment. Since individual nodes’ data are correlated in a microsensor network, the end-user does w,b

not require all the (redundant) data; rather, the end-user needs a high-level function of the data S
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Figure 4:1: Radio exiergy dissipation model. to e
J an SMI“‘ t b

the power attenuation is dependent on the distance between the transmitter and receiver. For rela-

. . ok oSl L) e
tively short distances, the propagation loss can be modecled as inversely proportional to  d?, whereas
for longer distances, the propagation loss can be modeled as inversely proportional to d4.

. . el oSy L L "
control can be used to invert this loss by setting the power amplifier to ensure a ce

rtain power at
the receiver. Thus, to transmit an I-bit message a distance d, the radio expends:

Power

Er, (l, d) = b‘:"T::-elec(l) + ET:r—amp ([’ d)

(4.5)
ET_.,_.(Z, d) _ [ Eglec + !ffrias—-ampdz L d< dcrouover (4 6)
[Eetec + letwo—ray—ampd? d 2 derossover .

and to receive this messare. the radio exnends:
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Seup Steady-state

00
» Time

: ; . . : P +e are formed during the set-up
Figure 3-2: Time-line showing LEACH operation. Adaptive clusters are formed during
phase and data transfers occur during the steady-state phase.

Thus, when a cluster-head node dies (e.g., uses up all its battery energy), all the nodes that belong

. e oo b T ‘ ation of the
to the cluster lose communication ability. Thus LEACH incorporates randomized rotati

2V e imeam ten Awdar ta auvnicd rirn.ining‘
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3.1.1 Determining Cluster-Head Nodes

- onit4od protocol, what are the important goals
Given that we want to produce clusters using a distributed p ’ T WA
i Juster formation? To begin with, we wan
that we are trying to achieve? What constitutes a good cluste IS
o . e “ber of clusters, k, during each round.
to design the algorithm such that there are a certain numbe - TR e
T N T TTa——— s ong 1¢ . nodes in the
Second, we want o try to evenly disttibute the encrgy dissipation among S—.
. _— . st i ot of enerm ore the others.
network 8o that there are no overly-utilized nodes that will run out of energy bef 7
O . = bde is much more
This will maximize the time untilthe first node death, As being a cluster-head node is m
energy-intensive than being a non-cluster-head node (since the cluster-head node must receive data
from all the nodes in the cluster, perform signal processing functions on the data, and transmit
the data to an end-user who may be far away), evenly distributing the energy load among all the
nodes in the network requires that ‘each node take its turn as cluster-head. Therefore, the cluster
formation algorithm should be designed such that nodes are cluster-heads approximately the same
Yy
amount of time, assuming all the nodes start with the same amount of energy. Finally, we would
like the clustei‘eliea;d-ﬁddeé‘,th;bg‘fjﬁﬁfééd;thio'ughout‘ the network, as this will minimize the distance
the"non-'cluéter—head“r';o'dé_e_s'__;'r'iégdffﬁ’;s_eﬁclj‘:ihéiﬁ'défﬁ;
In LEACH, sensors elect themselves to be cluster

-heads at the beginning of round r 4 1 (which

starts at time ¢) with a certain probability, P;(t). This probability is chogen such that the expected
number of cluster-head nodes for this round is k. Thus:

the same number of times requires each node to be g cluster-heaq once in N
. e = nce in &L ¢ gs
these constraints gives the following probability for each noda’ & Tounds. Combining

tto be a clin'stér—head at time ¢

k
P(t)={ N-brmoa®y : Ci(t) =

0 Ciey= (3.2)
where 7 is the number of rounds that have passeq and C(z)
. i = if .
cluster-head in the most recent (r mod %) rounds apq | e node 4 has al.ready been a
have not already been cluster-heads recently, and whiep 5 herefore, only nodes that
Presump )

bly h.
Y have more energy avajlable

» Mmay become cluster-heads

than nodes that have recently performed this energy.

Intensjye function
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N.Cit) represents the to

at round r+ 1. The expected number of nodes tha
is N — k7. ‘After & rounds, all nodes are expected t
they are all eligible to perform this task in the next seque

is eligible to be a cluster-head at time ¢ and 0 otherwise, the term Y e

number of nodes that are eligible to be a cluster-head at time ¢, and

E[ﬁ’: Ci(t)] = N — k » {r mod %) (3.3)

1=1

‘ - = N e 3
This ensures that the energy at each node is approximately equal after every rounds. Using

Equations 3.2 and 3.3, the expected number of cluster-heads per round is:

N
E[ft CH] = 3_P(t)+1
i=1
N k
= (N=kx(rmed )+ o mod 1)
= k .

The optimal & can be determined analytically based on the energy dissipation models for com-
putation and communication and the network topology. Analysis and simulation to determine the
optimal k£ will be described in detail in Section 4.3.

This choice of probability for becoming a cluster-head is based on the assumption that all nodes
start with an equal amount of energy, and that all nodes have data to send during each frame. If
nodes begin with different’amounts of energy (or an event-driven model is used, whereby nodes
only send data when some event occurs in the environment), the nodes with more energy should
be cluster-heads more often than the nodes with less energy, in order to ensure that all nodes dié
at approximately the same time, This can be achieved by sctting the probability of becoming a
cluster-head as a function of a node’s energy level relative to the aggregate energy remaining in the

network, rather than purely as a function of the number of times the node has been cluster-head:
Aede 1 5\ Caeryy )l

cn v o Ylen 2 R(t)=ﬂ®,—{m\dj,’ (3.5)
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where Ej(t) is the current energy of node 4, and

enelyy N & pet0

= 3.6)
. aedes I\ N0 E.am(t)=§E.-(t) (

: luster-heads
Using these probabilities, the nodes with higher energy are more likely to become cluste

than nodes with less energy. The expected number of cluster-head nodes is:

B#CH = SR
i=1

E\(t) Ex(¢)
= (= +4...+ —=—)k
(Etotal * Etotar ) )

Equation 3.2 can be approximated by Equation 3.5 when the nodes begin with equal energy, E,

o
If a node has been a cluster-head in the last r < % rounds, its energy is approximately B, — Ecjr;

where Ecy is a large number less than E,. If the node has not been a cluster-head in the last 7
rounds, its energy is approximately E,, since being a non-cluster-

energy from the node relative to being a cluster-

head node does not require much

head node. Since it is expected that kr nodes have

been cluster-heads and N — kr nodes hztre'ﬁt been cluster-

N G v )

N S i e WLl <y &1 L My el ¥
S e

heads in the last r rounds, the total
expected energy is given by:

PP LNSO ) =,
SCL NV U | VIS e 4t N F oy "
o, a2 sy Vb ElBiotat) = Eo(N — kr) + (E, — Ecrr) (kr) (3.8)
| - s = = L
cy\ S5 == '\:)—u, b dl PETY il E_'_“.NO“.\ u:-__,\;
Therefore, Equation 3.5 becomes: Yow’ "W S Sy pee

E'nn ( (<E-C”~

Vsl Eealn - ChoBaae
. S~ E.k : ‘L_‘,_,.Jlﬂ) Gl)
(D) o Less e Eo(N=Kkr)+(E;—E CC(t)=1 — il
GUE Ry - Gy s
s Eo(N-kr}+(Eo,~Ecp)kr i(t) “:Oz_- D gpas

VS L) . . .
e Since E, >> (E, — Ecyr), this can be simplified to:

=28 ,5) ‘
Trr——— R U
q,\,';‘-‘«s;—— (Fi(t)] : S i

‘Thns the expected probability for each node becoming a clister-head TSRy PR
as in Equation 3.2 (for r < £).
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Usi ‘ the probabilities in Equation 3.5 requires that each node have an estimate of the total
sing the
energy of all the nodes in the network. This requires a routing protocal that allows each node to

determine the total energy, whereas the probabilities in Equation 3.2 enable each node to make

- i i i e to ap-
completely autonomous decisions. One approach to avoid the routing protocol might b P

proximate the aggregate network energy by averaging the energy of the nodes in each cluster and

multiplying by V.

3.1.2 Set-up Phase

Once the nodes have elected themselves to be cluster-heads using the probabilities in Equation 3.2

or 3.5, the cluster-head nodes must let all the other nodes in the network know that they have chosen

this role for the current round. To do this, each cluster-head node broadcasts an advertisement

message (ADV) using a non-persistent carrier-sense multiple access (CSMA) MAC protocol [69].

This message is a small message containing the node's ID and a header that distinguishes this
message as an announcement message. However, this message must be broadcast to reach all of
the nodes in the network. There are two reasons for this. First, ensuring that all nodes hear
the advertisement essentially eliminates collisions when CSMA is used, since there is no hidden
terminal problem (as discussed in Section 2.1.2). Second, since there is no guarantee that the
nodes that elect themselves to be.cluster-heads are spread evenly throughout the network, using
enough power to reach all nodes ensures that every node can become part of a cluster. If the power
of the advertisement messages was reduced, some nodes on the edge of the network may not receive
any announcements and therefore may not be able to participate in this round of the protocol.
Furthermore, since these advertisement messages are small, the increased power to reach all nodes
in the network is not a burden. Therefore, the transmit power is set high enough that all nodes
within the network can hear the advertisement message.

Each non-cluster-head node determines to which cluster it belongs by choosing the cluster-head
that requires the minimum communication energy, based on the received signal strength of the
advertisement from each cluster-head. Assuming symmetric propagation channels for pure signal
strength?, the cluster-head advertisement heard with the largest signal strength is the cluster-head

to whom the minimum amount of transmitted energy is needed for communication. Note that

1 . . ' .

In the absence of mobn%e objects moving into or out of the channel, the pure signal strength attenuation of a
message sent from a transmitter to a receiver will be the same as the attenuation of a message sent from the receiver
to the transmitter because the electromagnetic wave traverses the same path in both cases.
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~ typically this will be the cluster-head closest to the sensor. .

i odes (e.
impeding the communication between two physically close n ( -
head, located further away, 18 € s

such that communication with another cluster- oo .

B Cius at 1s spatially w. ser” in a commuic
i i & n H
h he cluster-head that i tially further away but “clo

the case of ties, a random cluster-head is chosen.

i i the cluster-head node
After each node has decided to which cluster it belongs, it must inform

st message (Join-REQ)

: smi join-reque
that it will be a member of the cluster. Each node transmits a join-req . .
This message 15

! i L.
back to the chosen cluster-head using a non-persistent CSMA MAC protoco : "

»ader. Since the
again a short message, consisting of the node’s ID, the cluster-head’s ID, and a header

node has an idea of the relative power needed to reach the cluster-head (based on the received
power of the advertisement message), it could adjust its transmit power to this level. How.evet,
this approach suffers from the hidden-terminal problem; if a node close to the cluster-head is
currently transmitting a join-request message using low transmit power, the remaining nodes in
the cluster cannot sense that this transmission is occurring and may decide to transmit their own
Join-request messages. Since these messages are small, it is more energy-efficient to just incrcase
the transmit power of the join-request messages than to use an 802,11 approach of transmitting
requesi-to-send and clear-to-send (RTS-CTS) messages [24]. This is because the cluster-head does
not know the size of its cluster and would need to transmit the C'TS message using large power to
reach all potential cluster members. Tn addition, simply increasing the transmit power reduces the
latency and increascs the sleep time allowed for all the nodes compared to an RTS-CTS approach.
Therefore, the nodes use a large power for transmissions of the short Jjoin-request messages to the
cluster-heads.

The cluster-heads in LEACH act as local control centers to coordinate the data transmissions
in their cluster. The cluster-head node sets up a TDMA schedule and transmits this schedule to
the nodes in the cluster. This ensures that there are rio collisions among data messages and also
allows the radio components of esch non-cluster-head node to be turned off at all times except
during their transmit time, thus minimizing the energy dissipated by the individual sensors. After
the TDMA schedule is known by all nodes in the cluster, the set-up phase is complete and the
steady-state operation (data transmission) can begin.

A flow-graph of this distributed cluster formation algorithm is shown in Figure 3-

3. Figure 3-4
oW &0 example of the clusters formed during two different rounds of LEACH
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Figure 3-3: Flow-graph of the distributed cluster formation algorithm for LEACH.

3.2 Steady-state Phiase

The steady-state operation is broken frames (see Figure 3-2), where nodes send their data

to the cluster-head at most once per frame during their allocated transmission slot. Each slot

in which a node transmits data is constant, so the time for a frame of data transfer depends on

the number of nodes in the cluster, While the distributed algorithm for determining cluster-head

nodes ensures that the expected number of clusters per round'is &, it does not guarantee that there

are k clusters at cach round. In addition, the set-up protocol does not guarantee that nodes are

evenly distributed. among‘th‘é cluster-head nodes, Therefofé*-*thé‘number‘of-r nodes per cluster is

depending on the number of nodes in the cluster.

‘To reduce energy dissipation, each non-cluster-head node uses power control to set the amount

of transmit power, based on the received strength of the cluster-hcad ‘advégyisgmeﬁt; Furthermore,
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nds of LEACH. All nodes marked

Figure 3-4: Dynamic cluster formation during two different rou '
: y . head nodes are marked with e.

with a given symbol belong to the same cluster, and the cluster-

ansmission time. Since all
ed, using a TDMA

n to being

the radio of each non-cluster-head node is turned off until its allocated tr
the nodes have data to send to the cluster-head and the total bandwidth is fix

schedule is efficient use of bandwidth and represents a low laténcy approach, in additio

energy-efficient.
The cluster-head must keep its receiver on to receive all the data from the nodes in the cluster.

Once the cluster-head receives all the data, it can operate on the data (e.g., performing data
aggregation, discussed in Section 3.3), and then the resultant data are sent from the cluster-head
to the base station. Since the base station may be far away and the data messages are large, this
is a high-energy transmission. Figure 3-5 shows a flow-graph of the steady-state operation.

Figure 3-6 shows the time-line for a single round of LEACH, from the time clusters are formed
during the set-up phase, through the steady-state operation when data are transfered from the
nodes to the cluster-heads and forwarded to the base station.

The preceding discussion describes coﬁlmunication within a cluster. The MAC aud routing
protocols were designed to ensure low energy dissipation in the nodes and no collisions of data
messages within a cluster. However, radio is inherently a broadcast medium. As such, transmission
in one cluster will affect (and often degrade) communication in a nearby cluster. For cxample,
Figure 3-7 shows the range of communication for a radio, where nade A’s transmission, while
intended for node B, collides with and corrupts any concurrent transmission intended for node C.
To reduce inter-cluster interference, each cluster in LEACH communicates using diréct-sequence

spread spectrum (DS-85) (described in Section 2.1.2). Each cluster uses a unique spreading cod
- ing code;
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ta to the cluster-head gkﬁsing/;)thxs;;,spr;;admg _cor —
Wi ag transmitter-

all the nodes in!the cluster transinit their da GaiEEHs
his spreading code. “"This is know
e. '-f‘Th'e',ﬁrst

the cluster-head filters all received cnergy nsing t

based code assignment [44], since all transmitters withis
first code on a pre-

With enough spreading,

in the cluster use ‘the same cod

fined list, the second
cluster-head to advertise its position is assigned the define
e, ‘ctc,;.uu

cluster-head to advertise its position is assigned the second cod L Sprentiot
correlation and not corrupt

neighboring clusters’ radio signals will be filtered out as noise “during de-
s in (he cluster. To reduce the possibility of interferin

clusters and reduce its own energy dissipation, each node adjusts its transmit power.
ding of the data is actually needed to

with nearby
the transmission from node g:WILA
Therefore;

there will be few overlapping transmissions and little sprea

ensure a low probability of collision. Note that each cluster-head only n
se the same /preadmg"‘code This differs from a

1ceds a single matched-filter

correlator since all the signals destined fo

Data from the cluster-head nodes to the base station is sent using a fixed spreading code and
a CSMA approach. When a cluster-head has data to send (at the end of its frame), it must sense
the channcl to see if anyone else is transmitting using the base station spreading code. If so, the

cluster-head waits to transmit the data. Otherwise, the cluster-head sends the data using the base

station spreading code.

3.3 Sensor Data Aggre

Section 2.2 described the need to aggregate sensor data to produce a meaningful description of
events that are occurring in the environment. Data aggregation can be performed on all the
unprocessed data at;"f.he"basé_i::étifidhiLi':br‘“itfé‘:ii:ff,’beibéffdrifléd_:ldéhlli; at the cluster-heads. If the
energy for communication is gredter than the energy for computation, performing data aggregation
locally at the cluster-head can reduce the overall system energy consumption, since much less data
‘needs to be transmitted to the base station, This will allow large computation versus communication

energy gains with little to no loss in overall network quality.

*If there are more clusters than spreading codes, some clusters will use the same cod
code,

collisions if the clusters are located close to each other, possibly causing data
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Since radio is a broadcast medium, node A’s

Figure 3-7: Interaction between multiple clusters. 8 |
' d corrupts any concurrent transmission

transmission, while intended for node B, collides with an
intended for node C.

We can analytically compare the energy dissipation required to perform local data aggregation
and send the aggregate data to the base station versus sending the unprocessed data to the base

e bit o data aggregation i BpA and the erergy

ation'is Erx. In addition, suppose that the data

aggregation method can compress the datém‘ E’l"’;’ibﬁ_‘?.Thiéﬁ'fiilééné"tll'at for every L bits
that must be sent to the base station when no data aggregation is performed, only 1 bit must be
sent to the base station when local data aggregation is performed. Therefore, the energy to perform
local data aggregation and transmit the aggregate signal for every L bits of data is:
| | &}
(Comtrss ) Eppeuipa = EE"'D TEBFE Emsgy )css;“-\\%r'}w (3.11)

L s tod,; (e doka ﬂ){(:\\-h\n
and the energy to transmit all L bits of data directly to the base station is:

R i ,
[\j" B'\\"\ qwr,(_,q\'\bi\ ot )) g ENO‘-DA=‘LEI',\’ (3.12)

No Y OBEXT

data to the basd statioil when:
Nz~ Daka Y49 Nd'\jjftgq\-\"..\

KR

Epsy < . Erx (3.13)
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Figure 3-8: Energy dissipation to perform local data aggregat

to a remote base station compared with sending all the dat

energy cost of performing data aggregation is varied between
Examgles

To confirm these results, we ran an experiment where N

head and the data are either aggregated locally, f_‘ré:tiuibi'iﬁg;thé;bftiﬁftéfzﬁéad‘ to only send a. single

signal to the base station: (I = 20); ¢ all of the uniprocéssed data’ate serit to the base station.

= 20 Hiodes sent data to the cluster-

For this simulation, the base station was 100 m away from ‘the cluster-head node, and the cost for
communicating a single bit to the base station was 1.05 x 1078 J. Figure 3-8 shows the total energy
dissipated in the system when local processing is performed and the aggregate data set is sent to the
base station (labeled “Local Data Aggregation”) versus the total energy dissipated in the system

when the unprocessed data signals are sent to the base station (labeled “No Data Aggregation”)

as the energy required to perform the data aggregation functions varies between 1 plJ/bit/signal

and 1 mJ/bit/signal. As expected, when the energy.to perform data aggregation is less than
of the data. However, when the cost of aggregating the signals is higher than 1 iJ/bit/signal, it
is more energy-efficient to send the data directly to the base station®.' 'I'his computation versus
communication trade-off can be made at the cluster-head node, based on models for the ene

. rgy-

dissipation of computation and communication.

3The computation model we use in our simulations,

describe i '
that consumes b nJ/bit/signal. ¢ in Chapter 4, assumes beamforming data aggregation
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3.4 Data Correlation

In order for the cluster-head to perform data aggregation to compress the data into a single signal,
data from the different nodes in the cluster must be correlated. The question we need to answer is
what is the probability that an event will fall into the “view” of all the sensors in the cluster? In
other words, how often can we expect to aggregate all signals from cluster members into a single
signal that describes the event seen by all the nodes? Alternatively, if we aggregate all data into a
single signal, what is the probability that we will miss events? |
It is important to have a data-independent model for estimating the amount of correlation that
exists between the data from different sensor nodes in order to estimate the amount of compression
LEACH can achieve using local data aggregation. If we assume that the source signal travels a
distance p before it can no longer be reliably detected by the sensors (due to signal attenuation),
and that the sensors are omnidirectional (e.g., acoustic, seismic sensors), the maximum distance
between sensors with correlated data is 2p, as shown in Figure 3-9a. However, being within 2p of
each other does not guarantee that the two sensors will detect the same signal (Figure 3-9b). If all
nodes are within a cluster of diameter d (i.e., the maximum distance between two nodes is d) and
d < 2p, the views of the individual sensors will overlap. This implies that there will be correlation
among the data from different sensors in this case. To determine the amount of correlation, we first
need to find the percentage of area oveﬂappecl by j sensors in order to calculate thé probability that
a source is detected by j sensors within the cluster. Th.is function [ will depend on thp parameters

p and d as well as the total number of nodes in the cluster, N, and is defined as:

f(G, N,p,d) = ii“:jl (3.14)

where A(j) is the area overlapped by j and only j sensors’ views and Agotar = 351 A(F) is the
total area seen by at least one sensor in the cluster.

Geometrically, it is only possible to bound the area overlapped by all NV scnsors within a cluster
of diameter d. Figure 3-10 shows the minimum amount of overlap, which occurs when all sensors
arc on the circumference of the cluster boundary and N — oco. From this figure, we see that the

total area of overlap of all N nodes in the cluster, A(N), in their views of source signals is:
d\s
A(N)=n(p-3) (3.15)
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Figure 3-11: If the cluster diameter is d = zp and each nodes’ view of the world has radius P then
the fraction of arca seen by all N nodes in the cluster is maximized when N = 2. In this case,
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greater than 1 (i.e., d > p), there is very little area seen by every node. In addition, f(j = N, N, z)
depends on the value of N; if N is small, f(j = N, N, z) will be closer to the upper bound, and if

‘ =
N is large, it will be closer to the lower bound. %% e, |EhTR Oy Redom 2 @) L, ¥ - \)gu
!."DJ"!—‘-: L) ® VW Ferhs 00 555 00 bwe) Tapl\s s CW el 88 Remd 3 e Compe WA LEAC
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3.5 LEACH-C: Base Station Cluster Formation
‘g)}:: Soep e

\s S
a7 2 M 3_‘ The previous sections described LEACH in detail. While there are advantageous to using LEACH’s
PCs .
distributed cluster formation algorithm, where each node makes autonomous decisions that result

in all the nodes being placed into clusters, this protocol offers no guarantee about the placément

and/or number of cluster-head nodes. Since the clusters are adaptive, obtaining a poor clustering
i
set-up during a given round will not greatly affect overall performance of LEACH. However, i ing:

acentral control algorithmto: formi the clusters may prodiice better clusters by dispersing the

Clistes-Hiead iodes thiroughiout the nobwork: This is thie basis for BEACH:C (LEACH: Ceritialise

a protoco] that uses'a centralized clustering algorithm'and the's

thi nggregate sigial o tlie base sthtioh):

During the set-up phase of LEACH-C, each node sends information about its current location
and energy level to the base station. The base station runs an optimization algorithm to determine
the clusters for that round. The clusters formed by the base station' will in general be better

bt D C2l e Rud &y o g, y

73 Lr‘J' Lrlul: g{\'v\? ﬂn)l__)\ 1_‘ \-\a
= 9

v Shaady -drata
f\.\njl .
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Figure 3-12: Upper and lower bounds for . :
s the diameter of the cluster and p is the radius of each

network, as a function of z, where d = Tp i
node’s view of the environment.

owever, ‘LEACH-C redmresthateach node
ation' at. le beginning of ‘each round. This

i (GPS) receiver that is activated

e e

ntion inspolynomial time, Simulated annealing is an algnrit.hm' based on
thermodynamics principles. If a solid material is melted and allowed to cool, the energy of the
system enters several intermediate states before settling at the low-energy final state. If the system
enters a state that is lower in energy than its previous state, the system remains there. However, if
the system enters a state that is higher in energy than its previous state, the system remains there
with a probability given by: _

p= ¢ FoleT | (3.24)
where kpot is the Boltzmann constant and T is a fixed .tcmpcra,turc. This algorithm can be applied
to optimization problems where AE is replaced with the difference in cost hetween the new state
and the old state, and kpgot;T is A parameter that must be picked to ensure that the algorithm
CONVerges.

1 addition to deterrninig good clistors; the biso station needs to ensure that the energy load
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e _ e TR T
18.evenly distributed among all the nodes. To do this, the base Station computes the ave g o
tuergy, and whichover nodes have encrgy below this average cannot be clister-heads for th e
- { Ing = e g M BT B i i gt i a ’

round. Using the remaining nodes as possible ¢liigter-heads) the base. station Tun ,sl? ied
éktﬁffédﬁﬂ,‘dhd‘,t_hc,

annealing algorithm to determlno the best k nodes to be cliiste-Heads for the

— - nodes
associated clusters, This algorithm minimizes the amount of encrgy the non-cluster-hcad

will have to use to transmit their data to the cluster-head, by minimizing the total sum of squared
distances between all the non-cluster-head nodes and the closest cluster-head?®. At each iteration,
the next state, which consists of a set of nodes in C/, is determined from the current state, the set
of nodes in C, by randomly (and independently) perturbing the z and y coordinates of the nodes
c in C to get new coordinates x/ and y/. The nodes that have location closest to (z,y!) become
the new set of cluster-head nodcs ¢ that make up set C/. Given the current state at iteration k,
represented by the set of cluster-head nodes C with cost f(C), the new state, represented by the

set of cluster-head nodes C/ with cost f(C/), will become the current state with probability:

@1V ex o {(C1) = F(C)

e =
: 1 = J(en < f(C)

where a; is the control parameter (equivalent to the temperature parameter in the thermodynamic

model) and f(-) represents the cost function defined by

N
£(€) = Y mind*(i,c) (3.25)
i=1 .

where d(i,c) is the distance between node i and node ¢. The parameter o must be chosen to be
increasing with increasing k to ensure that the algorithm converges. However, if e increases too
quickly, the system will get stuck in local minima. On the other hand, if oy increases too slowly.

the system will take a very long time to converge. Using simulations, we found that the following

value for oy works well for determining good clusters:

-‘k—
Ok '-" 10008 20 (3.26)

1As noted previously, communication ener
fy may not scale exactly with distan. i i
. g B ce, e.g., if i i
Lr;l)ped(;ng a g‘ood communic%'uion Fhannel. However, gathering information about the cu;nmg ics o bullding or tree ia
nodes is {mpruucal. Using distance is therefore an approximation of the a " unication ch:dnnel between
for communication, mount of energy that will be required
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Figure 3-13: Cost function as the simulated anncaling algorithm progresses. The algorithm typically
converges in 200-500 iterations for a 100 node network.

Using this value of y, the algorithm typically converges in 200-500 iterations for a 100 node
network. Figure 3-13 shows the overall decrease in the cost function as the algorithm progresses.

Since these computations are being performed at the base station, energy dissipation is not a

concern.

s e

Once the optimal cluster-heads and ‘associated cliusters are found, the base station transnits
this_ information back {0 all t
that contains the cluster-head ID for each node. If a node’s cluster-head ID matches its own ID,
that node takes on the cluster-lgead role; otherwise, the node determines its TDMA slot for data
transmission and goes to sleep until it is time to transmit data to its cluster-head. The steady-state

phase of LEACH-C is identical to that of LEACH. Sabap Phuisy VWE, Lo (€AN-F 51 Lol

e.nodes in the networki This is done by broadcasting a message

3.6 LEACH-F: Fixed Cluster, Rotating Cluster-Head

Adapting the clusters depending on which nodes are cluster-heads for a particular round is ad-
vantageous because it ensures that nodes communicate with the clustér-head node that requires
the lowest amount of transmit power. In addition to reducing energy dissipation, this ensures
minimum inter-cluster interference, as the power of an interfering ml.;ssage will be less than (or,

at most, equal to) the power of the message the cluster-head is receiving (see Figure 3-14). If, on
NalD Wb P (), X
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Figure 3-14: If the clusters are adaptive and change depending on the location of the cluster-
head nodes, there is only minimal inter-cluster interference. In this figure, node A chooses to
join cluster-C because it requires less transmit power to communicate with node C than node B,
the other choice for cluster-head. In addition to minimizing the non-cluster-head nodes’ energy
dissipation, adaptive clustering reduces inter-cluster interference.

the other hand, the clusters were fixed and only the cluster-head nodes were rotated, a node may
have to use a large amount of power to communicate with its cluster-head when there is another
cluster’s cluster-head close by. For example, in Figure 3-15, node A needs to use a large amount of
transmit power to communicate with its cluster-head, node B. Since cluster-head C is located close
to node A, node A’s transmission will corrupt any transmission to cluster-head C. Therefore, using
fixed clusters and rotating cluster-head nodes within the cluster may require more transmit power
from the nodes, increasing non-cluster-head node energy dissipation and increasing inter-cluster

interference.

‘The advantage of fixed clusters is that once the clusters are d, there is no set-up overhead

at the beginning of each’rourid: Depending on the cost for forming adaptive clusters, an approach
where the clusters are formed once and fixed and the cluster-head position rotates among the nodes
in the cluster may be more energy-efficient than LEACH. This is the basis for LEACH-F (LEACH

with Fixed clusters). In.LEACH-F, clusters are created using the centralized cluster formation

algorithm developed for LEACH:-C.The Lasc station uses simulated anfiealing 1o determitnia 6ptiial
mation 1o the nodes: This broadcast message includes the
cluster ID for each node, from 'i&'hi'r:ﬁ""t}'li)é\:ﬁﬁ?ibﬁz‘ﬁ'ﬁhldétéi-x’ﬁihg;th'é‘\TDMA schedule and the ordér

tb rotatethe cluister-liead position. /The first wode lisked til hie cliistér becomies eluste

‘clusters and, broadcasts the cluste;

TR e e head for the
first round, the second node listed in'the cluster bécomes cluster-heag for the second round, and
' rihese nd, an

7
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Figure 3-15: If the clusters are fixed and only the cluster-head nodes are rotated, there can be
significant inter-cluster interference. In this figure, node A has to use a large amount of transmit
power to communicate with its cluster-head, node B. Since cluster-head C is much closer to node
A than cluster-head B, node A’s transmission will cause a large amount of interference to any
transmissions cluster-head C is receiving from its cluster members.

®  (§rarid)

in any sort of dynamic’system} The fixed natire of thid
Witiodes to be'added to the ysten and (668 Hot adjist its Behavion
‘onnodes dyirg: Ertheriiore) LEACH-F” doesivot! handle Rode mobilitys Therefore, while

this is a good comparison protocol to determine the advantage of a no-overhead approach, it may

not be a useful protocol architecture for real systems.

3.7 Summary

This chapter introduced our cross-layer protocol architecture, LEACH. LEACH was designed to
exploit the application-specific function of sensor networks, where the end-user requires information

about events occurring in the environment, rather than nodes’ individual data. In addition, LEACH

In a practical system, there would probably be some set-up at the b

eginning of each round to ensure the nodes
in the cluster are all time-synchronized.

78


https://digital-camscanner.onelink.me/P3GL/g26ffx3k

Chapter 4

Analysis and Simulation of LEACH

For even modcrately-sized networks with tens of nodes, it is impossible to analytically model the
interactions between all the nodes. Therefore, simulation was used to determine the benefits of
different protocols. Computation and communication energy dissipation models as well as new
MAC algorithms were implemented in ns to support the design and simulation of the different
protocol architectures. In the experiments described in this chapter, LEACH is compared with
LEACH-C (the centralized set-up algorithm), LEACH-F (the fixed cluster, rotating cluster-head
algorithm), MTE routing (where data traverses multiple short hops to reach the base station),
and static clustering (where clusters and cluster-head nodes are fixed) in terms of system lifetime,
cnergy dissipation, amount of data transfer (actual data for MTE routing, aggregate data for the

LEACH protocols), and latency.

4.1 Simulation Models

In order to compare different protocols, it is important to have good models for all aspects of
communication. This section describes the models that were used for channel propagation, com-

munication energy dissipation, and compuiation energy dissipation.
4.1.1 Channel Propagation Model

In a wircless channel, the clectromagnetic wave propagation can be modeled as falling off as a power

law function of the distance between the transmitter and recciver. In addition, if there is no direct
1
line-of-sight path between the transmitter and the receiver, the electromagnetic wave will bounce

off objects in the environment and arrive at the receiver from different paths at different times

81
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This causes multipath fading, which again can be roughly modeled as a power law function of the

distance between the transmitter and receiver. No matter which model is used (direct line-of-sight
or multipath fading), the received power decreases as the distance between the transmitter and
receiver increases [75).

For the experiments described in this dissertation, both the free space model and the multipath
fading model were used, depending on the distance between the transmitter and receiver, as defined
by the channel propagation model in ns [14, 75). If the distance between the transmitter and
receiver is less than a certain cross-over distance (derossover), the Friss free space model is used (d?

attenuation), and if the distance is greater than derossover, the two-ray ground propagation model

W,

is used (d* attenuation). The cross-over point is defined as follows: . Prog eymivisn (peed
b:'JQ\berlNu’J\ 2‘\;3)] tasd) ‘L"J 3\ m[S
o s . _AnVIhhy i
22 U9 e— dcroaswer=_‘;”"— : x o C ( )
| Y Gl
b{f-ahu'h.._._.& ..'..:5';. .
where '
L > 1 is the system 16ss factor riot related to propagation,
hr is the height of the receiving antenna above ground,
hy is the height of the transmitting antenna above ground, and
A is the wavelength of the carrier signal.
If the distance is less than derossover, the transmit power is attenuated according 'to the Friss free
space equation as follows:  ~pAad\Wa ,
S 6@:&)\2 Frecspo _
N 23 Receive N Bd) = W - (4.2)
o s blm ) * Paves * Gushem Iund
2 2L _
where 0 o WLz \ PRV SV N *

P;(d) is the receive power given a transmitter-receiver separation of d, (fMevas) anread) Tap=
P, is the transmit power, e\edr. Pomenf| Y
G, is the gain of the transmitting antenna,

Gy is the gain of the receiving antenna,

A is the wavelength of the carrier signal,

d is the distance between the transmitter and the receiver, and

L > 1 is the system loss factor not related to p‘ropa;gétib'u,-;
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_ This equation models the attenuation when the transmitter and
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Vewset

o
receiver have direct, line-of-sight
communication, which will only occur if the transmitter and receiver are close to each other (i.e.,
d < derossover). If the distance is greater than derossovers the transmit power is attenuated according

to the two-ray ground propagation equation as follows:

P(d) =

PGGEHE b paths (4.3)
d

where
P,(d) is the reccive power given a transmitter-receiver separation of d,
P, is the transmit power,
G¢ is the gain of the transmitting antenna,
G, is.the gain of the receiving é.nt-‘en'n'a.',
h, is the height of the receiving antenna above ground,
h, is the height of the transmitting antenna above ground, and

d is the distance between the tr&iﬁmiﬁter and the receiver.

In this case, the received signal comes from both the direct path and a ground-reflection path [75].
Due to destructive interference when there is more than one path through which the signal arrives,
the signal is a.tteuuja.tec‘i'aé' d. SBw 3 %

Tn the experiments described in this dissertation, an omnidirectional antenna was used with the
following parameters: Gy = Gy =1, hy' = hy = 1.5 m, no system loss (L = 1), Y14 MHz radios, and

A= G0 = 0,328 m, Using these values, derassover = 86.2 m and Equations 4.2 and 4.3 simplify

[E——

to:
@_ 6.82x 107%5% : d<86.2m
2255 : d>862m S

4.1.2 Radio Energy Model

There has been a significant amount of rescarch in the arca of low-cnergy radios. Different as-
sumptions about the radio characteristics, including energy dissipation in the transmit and receive
modes, will change the advantages of different protocols. In this work, we assume a simple model
where the transmitter dissipates energy to run the radio electronics and the power amplifier and

the receiver dissipates energy to run the radio electronics [88]. As discussed in the previous section
1
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the power attenuation is dependent on the distance between the transmitter and receiver. For rela-
tively short distances, the propagation loss can be modeled as mvc%ly pl'%sport}gnale;_ﬁ,_ whereas
for longer distances, the propagation loss can be modeled as mversely proportional to _rf_ Power
control can be used to invert this loss by setting the power amplifier E‘c‘fe:]sbre \édce;t_)mn power at

the receiver. Thus, to transmit an I-bit message a distance d, the radio expends:
;_—_S er93 p\: ¥) s\

] 5 ’—'a
Er.(l, d) = E’T:l:-—elec(l) "+ lqJ’I’:r:-—r.lm;p.l(l’, d) (45)
Lra Spast = .
LA A
Elon Yar | v AR _lEelec +_1_5 Ea —am.pti2 : @< dcrossover — Cieatte 0=,
S Bro(ld)={ st lpumems S CororTer " (46)

S 2

-~ . "
W\ o) v Bamrtlamarrmnndy (@2 dorossover. VPR

and to receive this message, the radio expends: ma!l¥ paih
( E\,." .-r\))

(eeais e ER::(’) = ERz—clec(f)

Bps(l) = Bete (4.7)

as shown in Figure 4-1. The electronics energy, Etec depends on factors such as the digital coding,
modulation, and filtering of the signal before it is sent to the hra.ﬁsmit amplifier. In addition, when
using DS-SS, the electronics energy a.céounts for the spreading of the data when transmitting and
the correlation of the data with the spreading code when recciving, Rescarchers have designed
transceiver baseband chips that support multi-user spread-spectrum communication and operate
at 165 mW in transmit mode and 46.5 mW in receive mode [83]. For the experiments described in

this dissertation, we set the energy dissipated per bit in the transceiver electronics to be

Eetec = 50 nJ/bit (4.8)
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of nodes that are eligible to be cluster heads in round r, Ci(t)=1 means that the node i is eligible while C,-(_r}=0 means
that node i is not eligible in this round as it has served as a cluster head recently. It can be extracted from FhlS probability
that after % rounds, all nodes should serve as cluster heads. Therefore, the opportunity for nodes, that did not serve as

cluster heads yet, to become cluster heads increases as the round approaches %‘ If we let P represents the percentage of
the expected number of cluster heads in the network, which is equal to (]';‘;). then dividing the numerator and denominator

s s 221 5 ‘Hin
of Eq. (1) by N yields [22] B o prid £ Eansaithing | byte

. : —— Pre=lep
Pradr) = [""(rmd e s b of bstes: =
0, otherwise : ¥ 1= Nymbes (e -clushriag evisy
where P;(t) has termed as threshold probability Ppu(r). # I”

One of the major drawbacks of LEACH protocol is the control overhead encountered in every round. T-LEACH protocol thl«
addresses this and subsequently proposes a model in which the control overhead is significantly reduced. _In detail, the pot every
cluster heads do not change every round but rather every batch of rounds. The cluster heads will remain serving as long as Py
their energy does not dip below a certain proposed threshold energy that is basically formulated in a way does not exceed /°*4

the transmit power needed for a node to send its data to the cluster head. As introduced in T-LEACH protocol, the threshold
energy is calculated per cluster upon the following:

Ery = Countgnp x Prx x 1, Elsp\ao 2 Al I Who S fabe I T (3)

where, b thaslel) e Las pBdl s (atis I
. ! oln - adin V);
(anad JI 2us P’-Q Hea) /eplacement Povses ( Setap! qnnounacmen by Joia -Cequest; Seadiny TD“](Z% S |

Countpyp = -H/-:’_R x 100,

EC 3 all enesgy ia Ele clustes (ot nefie k) Jls 9
and Pry represents the power of transmitting 1 byte data, n is the data message length (in bytes) for any member node, E‘—"—\m'—-’a
Pyr is the head replacement cost (i.e., the energy consumed to elect a new cluster head which includes announcement E. r ]
message, join queries, and TDMA schedule), and Pwgc represents whole energy in the cluster. If the initial energy of all T A Gl
nodes is similar, then Pygc can be found by multiplying this value by the number of nodes per cluster. Accordingly, Counlgnp =3l o\de
represents the times of round. V) za gl |
As opposed to utilizing a heuristic approach, the authors in [29] proposed a disseminated LEACH-based cluster head de- ; |
termination calculations, namely LEACH with Distance-based Thresholds (LEACH-DT) in which sensor nodes are self-chosen _=ks ds%s/
to wind up CHs with various probabilities in light of their separations to the BS, such that the vitality utilization among Jdaasz)f g ‘l
these nodes are adjusted. This complies with the first LEACH convention where every one of the nodes is self-chosen to end ully, \fb|
up a CH with a consistent predesigned likelihood, and hence is imperfect. Simulation results demonstrate that LEACH-DTE. |
outperforms LEACH with enhanced system life expectancy of more than 10%.  neje Il Jeas wls w) @l Jos Lo Ul _f.‘:sJ?{J};,l- J

L) s\ o : & o
1.2. Our methodology and contributions sl S (G5l iy cy s P

Our work addresses the two limitations of T-LEACH protocol. The first one, the probability of cluster-head selection re- n o}ch' a1
mains as is and this leads to making the clusters more energy-intensive than those in LEACH protocol. This is proven while —_ |
demonstrating the proposed protocol. The other one refers to the threshold energy. In other words, it is expressed to be too ‘-'.9"1.4:.-7-"-
small for the sake of reducing the setup overhead as much as possible. In fact, this will work against the major objective of <A
LEACH protocol which refers to evenly distribute the energy among nodes for the reason of delaying the first node death.

Besides, there will be some data loss as cluster heads will not be ultimately capable of transferring the data to the base
station. In this article, a Modified Threshold-based Cluster Head Replacement (MT-CHR) protocol is proposed in which the
correct probability of serving as a cluster head is introduced. Moreover, new threshold energy is proposed which basically
takes just mentioned drawbacks into consideration. In fact, preliminary results of this protocol have been presented in [30].

The rest of paper is organized as follows: Section 2 il(ustrates the proposed algorithm. Section 3 presents the simulation
environment, results, and necessary discussions. Section 4 concludes our work.

2. The proposed protocol

21. Network assumptions

The assumptions used in this article are as follows:

« Sensors are homogeneous and have the same initial energy.

. Sif\k node (base station) is fixed and located outside the area of concern and all sensor nodes can communicate directly
with the sink node.

+ Sensors are distributed uniformly in a square area.
« Sensors are not mobile (stationary) and each sensor node knows its location.

« Sensors have symmetric radio energy consumption model (i.e. sending data from node A to node B dissipates the same
amount of energy when sending the same amount of data back in the reverse direction).
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Fig. 1. Sensor radio energy and propagation models [20-22,28,29].

« All member nodes sense the monitored area constantly and at a fixed rate, thus, nodes always have data to send to the
sink node, o ‘
« The computation energy is ignored as it is relatively smaller than the communication overhead [20-22,28,29].

2.2. Radio energy and channel propagation models

Nowadays, there are a tremendous number of researches carried out on energy-limited devices. Different radio charac-
teristics such as transmitter-receiver mode and energy dissipation affect the behavior of each protocol. Consequently, it is
important to focus on radio energy and channel propagation models’ assumptions while designing wireless sensor pro-
tocols. Throughout the simulations of this work, the models adopted are shown in Fig. 1 and the same as those used
in [20-22,28,29]. In the radio energy model, power is mainly dissipated on running transmitting and receiving electron-
ics and further amplification, which is shown at the transmitter side. To run the electronic circuitry at both transmitter
and receiver, E,j is required and this is per bit. To process a L-bit message, both sender and receiver circuits consume
Erx— etecL) = Erx — etec(L) =L x Eoec. Furthermore, the transmitter consumes Eqx_gmp(L, R) to amplify the signal that is to be
transmitted over a distance R. In the channel propagation model, both free space and multipath fading (two-ray) electro-
magnetic wave propagation models are considered. In specific, if the distance, between the transmitter and receiver, is less
than a threshold, denoted by R,, then the free space model is used. Otherwise, the maltipath fading model is used. In these
propagation models, power control can set Erx_ amp(L, R) amplification value to either Lef,RZ, for free space model, or LempR“,
for two-ray model. Therefore, the total energy, consumed at the transmitter node (Erx(L.R)) can be expressed by:

L(Eelec + Estz), R <Ry™» Clesseves )
L(Eefec + smpR4)n R=R,
where R, is represented by the following:

Ro=4xnx\th;xhr ) (@

where [ is the loss factor, h; defines the distance between the transmitter and ground, h; is the distance between the receiver
and ground, and A symbolizes the carrier wavelength.

Erx(L,R)=

2.3.2 Prelimiriaries)

To fully understand the major contribution-of this work; we want to demonstrate the operations of LEACH and T-LEACH
protocols along with:highlighting their shortcomings. Therefare, assume that 60 sensor ngdes have been deployed in-a'fiét-
work, in which the expected number of clusters s 6, resulting that the number of nodes per cluster is (%) = 10 nodes. This
means that after 10 rounds, all nodes should have seived as cluster heads: ‘Additionally, the same policy will be considered
for the next 10 roynds. In other words, after the multiple of 10 (i.e., 20, 30, 40, ..., etc.), all nodes should have served as clus-
ter head;. According to the deep understanding of the authors to LEACH protocol and to prove the inadequacy of T-LEACH
protocol, which will be detailed shortly, Table 1 is provided. In fact, this discussion has not been mentioned in the literaturé
at all, However, Table 1 shows the following values in each round:_'(l)kthe'expectéd.number__of-cluster headS'fhat-'haS" been
g selegted ip a round within-the same cluster which is symbolized” by CHS "and is equal to"(rmod(1/P), (2 “The n

. participating nodes, in cluster h o, i icipati e — ——
e 5. __cv"Stfl ‘ead'election. abgrevmted by PN, (3) participating nodes percentage which is represented by

‘\ : a;\ mginly Eq\uﬂal' ‘tlo .(’1~P'.'(rmod(1 p)) or "(—”W).’ (4).the threshold probability (Pr,) which is obviously formulated
> byl(ima)@...lg._ps"pp;iéé’d that the“riumber of nodes: that can’ participate” in"cltstering operations (PN) and"its corresponding
_‘t p;r_c;entage(PN&)‘-decrease every round whereas the threshold-probability. increases till-round (%) which'is cﬁmplétsly tﬁ.:f.

e
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At this round (i.e., 10), all nodes should have become cluster heads. Once the PN gets to 1, then the threshold probability is
1 which compels the node to elect itself as a cluster head.

In T-LEACH protocol, the same procedure will be carried out by each node except that nodes in T-LEACH protocal do not
collaborate in re-clustering operation every:round. Hence, in a network, the number of nodes that serve as cluster heads
will be fixed till the next batch of rounds. In T-LEACH protocol, re-clustering operation occurs only when the energy of a
cluster head dips below a threshold energy that will be discussed in a little while. In fact, PN will be fixed until the next
re-clustering operation. In order to highlight the imperfections of T-LEACH protacol, the authors propose a new parameter
called the actual number of cluster heads selected, which is abbreviated by ACH. Consequently, Table 2 shows the values of
this parameter along with aforementioned parameters, namely, CHS, PN, PNP, and Pr;. It deserves mentioning that T-LEACH
protocol does not take' the actual ‘selected number;of cluster heads’into consideration”in calculating CHS. In fact, CHS will
stay reliant on (. mod (1/p)) formula, {This is'evident. in Table’Z in which PNis fixed-and Py, increases in every round. It can
be seen that the threshold probability stay subject to PNP which in turn does not represent the genuine percentage of nodes
participating in the re-clustering operation: Assuming that a cluster head energy falls under the threshold in round 15 (i.e.
at round 16, new setup occurs), then PNP is equal to 0.5 but the actual percentage of nodes participating in the re-clustering
operation is 0.9 and the threshold probability of each node to be a cluster head is 0.2 instead of 0.111 (the correct value).

Interestingly, as the number. of participating nodes increases more and more, the threshold probability should acts'in-
versely (ixe; should decrease: more and mare). Unfortunately, this is not achieved as seen in Table 2. In other words, when
the values of PN are constants, then the Py, values should be fixed and truly this is not the case in this table. Furthermore,
the expected number of elected cluster heads per. round and: per cluster should be equal to 1. [n different words, PN * Pp,
should be equal to 1. to comply. with the assumptions of LEACH protocol. If we get back to all entries in Table i, the results
always equal 1; Unluckily; this is not achieved in Table 2, Considering round 15, for example, the expected number of elected
cluster heads per cluster and round (i.e,, PN * Pr) is equal to 2 ([9'0.2]) nodes instead of 1 node (970.111), Accordingly, the
miumber. of cluster: heads selected increases which results in increasing the number of long-distance and direct communica=
tlons with the base station and eventually, increasing the energy consumption associated with re-clustering overhead:
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To overcome aforementioned T-LEACH limitations; the modified T-LEACH, namely; MT-CHR protocol is proposed. In this
protocol, a new .parameter has been incorporated into the threshold: probability, called Virtual Rounds Count (VRC), showing
the true number of re=clustering operation ‘carried out’ by each node. In other words, this parameter increases every time
a node participates in cluster. yeformation. Therefare; the threshold probability becomesas follows::

s eligible \ 5 LA .

Ba"(L
2.4. The proposed protocol: MT-CHR

Pr(VRC)— W———ﬁé’mﬁ IfaI'lOd
. ~ o: 7 otherwise by, Eophef S Al s0de JI

Note that (VRC mod }‘,) or (VRC mod %), appears at the denominator of {7}, represents the cluster heads that have been
selected till round (r) within the same cluster. The authors believe this is more reasonable than the old definition, as in-
troduced in T-LEACH protocol, which is formulated by (r mod }5). Furthermore, the PNP, in MT-CHR protocol, is expressed
by 1 — P(VRC mod 3), which is different than the one expressed in T-LEACH protocol. Table 3 shows the MT-CHR results for
CHS, BN, and Pg. It can be noticed that the values of PN, PNP. Py, will remain constant until the next cluster reformation
operation, in which VRC changes. Furthermore, in all entries of this table, the expected number of elected cluster heads per
cluster and round (i.e., PN * Pr) will remain 1 and this agrees fairly with the LEACH assumptions.

When analyzing the T-LEACH threshold energy, presented in Eq. (3), we can point out the following: Firstly, as T-LEACH
is a distributed protocol, the control overhead cost (Pyg) is relatively very small compared ta the overall cluster energy
(Pwec)- Thus, Countgnp will approach very small value which makes it countless (not affecting). Secondly, as the steady-state
cost per round is excluded from Eq. (3), it is not fair to consider Countgyp as the times of round. [t is further of interest to
mention that T-LEACH threshold energy excludes the expense of data messages aggregation and sending to the base station
which result in having excessively low threshold energy. This concludes that the objective of T-LEACH protocol is to make
the setup overhead very low (i.e., reclustering happens rarely). Engrossingly, this will work against the major objective of
LEACH protocol which is to make the first node to die very late. T-LEACH protocol may contribute, over LEACH protocol, in
having a longer death of the last node. Lastly, the expression of threshold energy is byte-based which induces to lessening
it more.

In MT-CHR protocol, additional amendment is proposed to the threshold energy. for the sake of slowing down the cluster
head energy depletion, In particular, the’MT-CHR protocol has raised the threshold energy through adding, to’the former
threshold energy, five times the “approximated data‘receiving and: sending energy (ADRSE). Many simulations have been
conducted to determine the best factor to. be incorporated with the ADRSE considering a range of (1-10) where the value
5 has’?ffectively maximized most of the perfoimance metrics. that will be discussed shortly kéeping in mind that if this
factor. is selected ‘near 1, the network' performance will come closer to T-LEACH, while, if it is selected close to .10, the
network will operate approximately similar to/LEACH protocol. Intriguingly, in MT-CHR pratocol, nodes that have turned into
a cluster head will not disseminate their energy very soon, Actually; nodes ' will have enough energy to get the opportunity
to_participate as a cluster -headtor/aimember./node in: the. network: several times: which brings on expandins the network

lifetime and presents'more loadsbalancing through the network: Thus,. the'threshold energy is found as follows:

[ Emy = Countpup ' Erx %'+ 5 X ADRSED JE S AP B P Y | I 8)
J Ole 2. ( Lw/ehld I\ & Goa e
W Ik (ererg ) E D) clas & 2l
base=Sakiend) Ja= - ‘
L) Gyl Sl e E'l“-)".“‘”') vl —_;1_3" Y e el kel
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where the first term of Eq:(8) is a bit-based expression instead of byte-
the first term of Eq. (9) refers to the receive pawer per cluster while t

base station.

Fig. 2 illustrates the complete operation of the MT-
the expression introduced in Eq. (7). Accordingly,

number generated is less than the node Py,
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After finishing the setup phase,

a unique spreading code is associated, [
its traffic, thereby avoiding inter-
works, there is no compression

Increment VRC

5 MW

n other words, each cluster head
cluster interference. However,

employed at the cluster heads. [nterestingly,

Fig. 2. The operation of MT-CHR protacol, /,———\-)

l . Eu"CL
ToleAct 3L &4 ‘oL,

: bo @0 Toomse <L L
ch Jl@g.‘sq-l} - mgd U .g_.Ss‘/l(-ﬂn‘)""w‘)\' Sl
L2z CH be bseoghbn 0 Ga oS

k

then that node selects itself as a cluster

r, to avoid inter-
le not only defines when

for the sake

(9)

based as expressed in T-LEACH protocol: However,
he other one represents the transmit power to the

CHR protocol. Particularly, in the setup phase, nodes find Pp,, based on
every node generates a random number between 0 and 1. If the random

head and broadcasts an announcement
possible cluster heads, this message is transmitted utilizing
his message and to avoid hidden-terminal problem, member
g CSMA protocol and based on the strongest
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Table 4
Simulation parameters.

Parameter Value

Network size 100m x 100 m
Rase station location x=50m,y=175m
Number of initial nodes 100 nodes

Eqrec 50 nj/bit

0.0013 pj/bit/m*

Em
E;sp 10 nj/bit/m?
he=he 175 m
A 0328 m
Data message length G000 !Jits
Control message length 900 hits
Percentage of expected cluster heads nodes  0.05 p
Network density 0.01 node/m
’E\S—:—_J) \,:‘ :'_,"'-h < ‘_L._l ¢\
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Jead head, the threshold energy is calculated as it differs from a cluster head

W\, g if its energy dips below that

nodes are timely synchronized. In every re-

Nedss  Jl
. €.p=; 3. Simulation results

Fig. 3. The number of alive nodes of the network versus anumber of rounds.
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to another. In every round, the cluster head checks

threshold. If so, the cluster head broadcasts, in the setup of next round, a disjoin query message
2L Udas » to all network nodes, indicating that network re-clustering is required. In fact, this is done to make sure that all network

3.1. Simulation environment and parameters

LEACH, T-LEACH, and MT-CHR protocols were implemented on

clustering operation, the VRC is incremented by one.

VB.Net 4.5 class library .dll files in which the results were

saved in an SQL secver 2008 R2 database. Moreover, Matlab R2013a used the .net dll classes to print out the results, stored

in the database. Simulations have been carried out on [ntel Core

i5 2.30 GHz and 6GB Memory on windows 8 operating sys-
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Fig. 4. Network lifetime versus different network sizes.

tem. However, Table 4 includes all parameters used where they are assumed as default values, unless otherwise mentioned
in the discussion.

3.2, Performance metrics

To analyze the performance of our protocol, the following metrics are used:

. Number of alive nodes: This metric show the number of alive nodes in the network at any specific round.
. Network lifetime; In this context, the network lifetime will be consider as the time lapsing from the start of network
operation until the last node dies, measured in rounds.

« Network utilization: In this context, the network utilization refers to the ratio of data cost to the overall cost which
represents both data and control overhead costs.

3.3. Results and discussion

Fig. 3 describes the number of alive nodes of the network versus number of rounds considering three different proto-
cols, namely, LEACH, T-LEACH, as well as MT-CHR. It is interesting to notice that the number of alive nodes decreases as
Fhe number of rounds increases. This is to be expected since as the number of rounds increases, nodes’ energy depletion
increases which results in increasing the deaths of nodes. It is catching the attention that the deaths of T-LEACH protacol
are earlier than that in LEACH protocol though it brings fascinating enhancements over LEACH protocol. This can be justified
as the threshold energy, employed in T-LEACH protacol, is so low which basically results in having earlier deaths. On the
contrary, the network, in T-LEACH protocol, will be functioning much longer than that in LEACH protocol. In other words,
the network will be functioning in both LEACH and T-LEACH protocols for about 700 and 790 rounds, respectively. This is
due to reducing control overhead in the network as there is not setup required in every round. Intriguingly, the MT-CHR
pratacol outperforms both LEACH and T-LEACH protocols. As can be noticed from Fig. 3, the early and late deaths, as a result
of employing MT-CHR, are much beyond those in LEACH and T-LEACH. The early deaths will start at 330 rounds, while in
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Abstract: In this research, two novel cluster head selection protocols are proposed, namely, Energy and Distance Based
Cluster Head Selection (EDB-CHS) and EDB-CHS with Balanced Objective Function (EDB-CHS-BOF). They mainly aim at
balancing energy consumption amongst all sensor nodes, prohibiting their precocious death, and extending the network lifetime.
More specifically, in EDB-CHS protocol, a new cluster shape is proposed and consequently a tight closed-form expression for
the‘ optimal number of cluster heads (CHs) in the network is derived. Additionally, an efficacious CHS algorithm is presented,
which is an expression of threshold probability that takes into account the residual energy of sensor nodes, how far they are
located from the Base Station (BS), as well as the node's optimal probability of being a CH. On the other hand, the EDB-CHS-
BOF protecol is proposed mainly to address the matter of having long-distance communications as a result of obtaining
adjacent CHs. In EDB-CHS-BOF protocol, a new threshold probability for each sensor node to be a CH in any round is
proposed. Not only to this extent, but rather a balanced objective function is proposed to ensure a well-proportioned distribution
of CHs over the network. Simulation result

s demonstrate the superiority of the proposed protocols over other directly related
works in terms of network lifetime and total data delivery.

1 Introduction

The advancements in wireless communication technologies have
given rise to the development of sensors which are multifunctional improvements of Low Energy Adaptive
smart devices of small size and Jow price that are capable of (LEACH), which is basically considered as
sensing, communicating, and conducting operations [1-4]. hierarchical routing protocols [26]. As a
Environments are monitored and controlled }ay sensor nodes that LEACH protocol, thors in [27) proposed a distributed
gauge different physical phenomena like }-numnhty, pollution levels, LEACH-based CH selecti

pressure, and so forth [5-7]. The grouping of these sensor nodes
together is referred to as a wireless sensor network (WSN) [8-10]).

1.2 Related works

The most pertinent works fto this work are the crucial
Clustering Hierarchy
the father of existing

Dis{am.:e-bcmed Threshold (LEACH-DT), which s aimed at
achieving energy balancing. However, sensor nodes in the
1 Motiation dissimilar probabilitjes

i i st-evolving  semiconductor
i e implementation of fas -
w':h l:;y W'§Ns are proving to be an emerging pg\.,-,_.rlrm
:ecl::glogy‘ exploited in countless applications including sensing
ec

A been CHs ; . i set of nodes that were not
ilitary purposes, robatics applications, health care monitoring, >t recent [HP()] rounds

for mil nl‘)’{’l monitoring, and tracking of forest fires [11-13]. In

environmen ﬂf ance networks are needed to intercalate in those ‘ﬁﬁ)‘ﬁ_& .

fact, high-per 0"1’;6] The main obstacles seen in WSNs, which are TGs)= {1 = PE)(rmod 7Py ifsiec

applications [14-16]. d networks are resource constraints like finite

0
o wi 0, .

not prevalent 3":‘;;:“““' communication bandwidth, and limited otherwise

pOWET TESOUICes, [17-19). This has led to the proposition of a Specifically, LEACH-DT employ.

communication range 1s by researchers in the past few years, CHs, P(s)), as a function of the a:!is e Ciminated pevsotiage. of

i loco P & O
?lngc oiomgﬂg;;: 1o optimally manage the limited resources at caleulated as follows [27): stance to the BS (d(s)), which is
hese p :

. orks (20, 21}
the disposal of sc'::ﬁ?;:“:\%h} [are categorised into three classes:

Roulilr:igc Pr(l’:)‘éaﬁon_bagcd. and hierarchical [22, 23]. In
data-centric,

. are collocated in clusters, while a f:',, 1 /(E, W= ' 2
hierarchical "‘;ut-l: - :(::t:z l‘::fxdcils on prccisw,cfifcriﬂ o be a cluster ' A z ! FC|4(tl(s,) )~ E“°"-CH) @
particular node 'cﬁ carries on the responsibility of gathering and “_he_re Ecnld(s)) and E,
head (CI). Thc‘! ‘<ter members’ data, and ultimately transmitting dlSSlpnl_mn, in 2 single on-CH  T¢
processing the ¢ ‘slu(idﬂ (BS) [23, 24 Usually, the CIT expends a respectively. One of th
them to the busci‘ energy in comparison 10 non-Cl{ because of the inability 1o achieve gy energy bal
plenty amount 0 it accomplishes. Therefore, the CH rotation is 1s due to the exclusion of lh'.:y alance bery

oo, ! Veen cluster nodes. This
3 sks that ing the encrgy consumplion within ~ the selecy; more £ -
ey ame taccomplises T lon of CHs, Fy, E energy of the nodes durin
:m loyed ns[tzl:;?;‘s};“ the problem of '0“8-dism'}1[::?m' o CH g

p(.,.,_) =K ”(_E.Cﬂ(d(si)) - Em.,_c")

ACH-DT does not consider

h cluster T OME SOME of the defioy . MUhications of adjacent CHs. T

eac | suggested g Cm‘m““:;"gfs of LEAC -DTJ fhe suthon 0

Protocol, Tp; Sed Eng : * uthors m

easten 1S protoco| cmside?;y E?;’:;r I?lstance (CEED)
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Fig. 1 Proposed EDB-CHS and EDB-CHS-BOF network model
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Fig. 2 Area occupied by cach cluster: The CH is centred at [S, H] of the

hexagonal region

2 3 First proposed protocol: EDB-CHS

¢ maximum network lifetime in a WSN, energy
]-balanced amongst all sensor nodes. To
cal or realistic cluster shape is proposed
and accordingly, a closed-form expression for the optimal number
of CHs is derived, bearing in mind the energy dissipation during
the set-up phase as well as a steady-state phase. Bﬂseq on this, a
node optimal probnbility expression of being a CH is derived.

Furthermore, a8 new
Interestingly, the new threshol

In order to attain th
consumption must be wel
achieve this goal, a practi

d probability is adaptively

each CH node aggrefate? tdl;l:
i the BS. Fig. 18 oWS

data and directly sending to fi

basic network model of the EDB-CHS pro:]oscc::’. c{ustcr.bas.,d

mentioning that most of the literature 1 regar S

WSNs assume, for the sake of simplicity, that ﬂ}e clu

: k, it 18 assumed that

3 % this work, 3
an approximately circular Shﬂpe";[;e 1% loser 0 e reah!}tl,;_hat_
ing!

this area has a hexagonal shape st t
represents the randomness in sensor nodes ]_ocnh;)ns ;s; :
uniformly deployed. This can be sufficiently noticed from F1g. 1.

sensed data accordingly. Afterwards,
them bac

2.3.2 Optimal number of clusters: The number of CHs 11 WSN;
has a considerable effect on both total energy ansumpllon an:
lifetime of the network and is thus considered an important factor.
When the number of clusters is low, the cluster members often
must transmit sensed data vast distances in prder to reach the CH,
which leads to increased energy consumption. In contrast, when
there are too many clusters, the amount of data .that are locally.
aggregated will be insufficient because CHg receive data from a
smaller number of members. Data collisions may a'lso be a
symptom if these clusters exist in too close of a proximity to one
another, which also increases the overall energy consumption in the
network,
As previously mentioned, the deployment of N sensor nodes,
distribution where K

over an area of M x M, follows a unifor!n | 4
clusters amongst them are obtained which basically results mn

having N/K nodes per cluster (on average). In each cluster, there
are (V/K) :_‘l)'non-.gﬂwnodesvalongmwith a CH. After choosing
CHs, in EDB-CHS protocol, the CHs are to advertise themselves
using L-bit message length each over a distance of MI\/2, i.e. half-
length of the network. By doing so, the communication distance is
maintained below the threshold distance d,, and thus, the use of
Friss free-space propagation model is guaranteed. Consequently,
the energy, required to send this advertisement (ADV) message by
each CH chosen in a single round, can be expressed as
U

- § Lua gy
Aol o , @ e

(_!J..D\ U.-.-_).: T &Y

» = E S s — -

> cw ssl LEuec Lo oy pow 1D
L vie O o 201 e VDRSS

The energy dissipated by every non-CH node to receive the ADV
message can be expressed as follows:

2, £ ) memb|

(hu{vc)a;\.ln

!-””""f_ Enon-cH-ADY = %LEclcc-
Wzl pas XU €77
Every non-CH node chooses the cluster i
depending on the Received Signal Strengtltlhal;cllitca‘:g:o?lg{ssstlo'
sut?scquently, the non-CH node sends a join-request mes .
g.[om-REQ) of length L-bit to its chosen CH. Presumabl Si:ﬁe
istance from the non-CH node to the chosen CH is s 3('h ;
, small, and therefore the energy dissipation follows the Fr?:; 8&2:'

e
") space propagation (a2 attenuation). Accordingly, the ener

®

threshold probability for- CH selection is “‘;‘;'dissipate Ly oy B iCH e s ot |
*REQ) message to the chosen CH can be exl;re;‘zz'iogr;-request (Join-

proposed. WA : :

determined based on the node's re'sldua] energy, the distance from Tz, () 5l PN ne an be

the sensor node to the BS, and carher_node optimal probability. The  ohin it 15as W LAede 8 o WLA 2 dorck

subsequent subsections thoroughly discuss the overall operation of Len syl NON - CH-JOIN = Elg o e ey e &
and the proposed Amisag g

EDB-CHS protocol. optimum number of clusters,

CH selection algorithm.
B-CHS: Similar to LEACH, the

3.1 Overall 0 eration of ED
lzifflime of ED]?f-CIlS is divided into rounds, where a round

i two phases: set-up and steady-state phases. The EQB-
‘(:Jc;-r;:':s]‘;o(:gcol fgrlher divides the set-up phase into CH selection
and cluster—formation algorithms. The steady-state operation 1S

In every single frame, ;1‘1? nonTCH (;w'des s‘end
i data to their CH node during their assigne time slots
}:e';fi:lcenggrision Multiple Access (‘l'.DMf\)_sch'cduhng: It is worth
« o that TDMA is very effective in elimmnating the intra-cluster
i In other words, instead of letting all sensors, within a
; henever they are ready and

it their sensed data whene
ettet, e ioh be subject to having interferences, all sensors

: ich will : g
?ﬁ%%ﬂ;dyk"“"}‘;z]}:ﬂnjsm are given separate time slots to transmit their
in

3170

o\ s CHL The area to be occupied by

where diocn is the distance between the member sensor node and
¢ an
each cluster is approximately’

MK and is generally an arbi
istnibution p(x,y). The expected et 5
member sensor nodes and the CH node is ex; rcssﬁi‘:_yiw_eslg_thq

2
2kl =f f & )p(x,y) ddy .

Based on the prior justified cluster shape

. . u .

;‘sdcgc])::s;;:rii ::J have a ¥1exagonal shfpe ;?il:lr:‘!;ti:izn,l::c:lllcéuster

Aeighi 2 'ﬂw hn:“m in Fig. 2. Consequently, the distancg fr o

e xagon (S, H) to the midpoint of a sid S
= 54/3/2. Therefore, the following can be ;b;if;l:l b

(10)
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Nenas M
L™ ¥ 2
{(,M‘A )\ - 3 3
-JZCLSQ. (1)
Hence
713 o JT M "
{77k (12)

‘Additionally, the CH node is assumed to be situated at the centre of
the cluster, as well as p(x, y) is constant for x and y.
Consequently, (10) can be articulated as follows:

X = (1/2)8 \-.ﬁ.u(,/'.'z).s
Eldiycu] = p f f T H)*dxdy
¥ = (312 Ax

-5+ (-

¢ N x= /S py= a8
=y .\‘U b\t f f (x‘5)2+(y—h’)1d\dy
@ \\‘k x=5 ]
EEAY y = (543128 = 3x : \
3,!3_—2-‘ “Saws t-(smsf S-S (x =8+ (y—H) dxdy.

(13)

By evaluating the integrals and then substiniting the value of H, the
following is obtained:

Fldicr] = P28 i3 14
Substituting (12) into (14) yields
E|dioen] = pg%. as

If the density of sensor nodes is uniform all through the cluster
area, then p = 1/(M*/K) and
A\ 50 N3l
. E|dicn] = %7:7(‘ ) (16)
Complete details about deriving (16) are provided in the Appendix.
Therefore, in this case (9) can be written as

12 M°

ENON-CH-JOIN = LELlec'f‘Lf-[sg X" an

The energy dissipated by every CH node to receive Join-REQ
message from the cluster members can be expressed as follows:

Yo N A o ) o

)D\J Yo \b (S RS Ecy_jom = |7 — [)LEcl,:c.

K
Each CH node creates a TDMA schedule of length L-bit and
transmits it to every ‘sensor node in its cluster. Therefore, the

energy dissipated by every CH is

(18)

Chr wl sls s (M
ca 2 Ecu- ToMa = LEeie + L TR (19)

The energy dissipated by every non-CH node to receive a TDMA
schedule can be expressed by L"‘,“\,_, ik Nl 1 s

!’ fos b3 \) m C..\h\
’ pfwA ENON-CH-TDMA = chlt.c Sehw 21 (20)
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RENON»-ACH DATA = LDATA
_‘ﬂ-—"—dq

M.,‘;&:@M’ ) @n

aEeiec + I—DATA

s &,,
i sensor. Todes feither hear e advertisement messaﬁs;::’m
{CHs nor the J om-RE.Q messages from non-CH nodes, " m‘
ﬂm it exm;::l qum;!ksd ﬁxﬁl‘:::rg‘u:lsll; I:v:l.‘{et words, the
nsmlts ‘its sensed data to [

0 ; er, after the CH receives’
or nodes fail 0 ﬁnd their CH Hov'ev i e v

cluster " members
nsmits it to the ;- the energy used by

the steady-state phase can | e expressed by
‘ \.T\a D-Ln‘ ul-‘_,_ﬁq,d o

leceive
Peall nede N b=

ere s the energy expended for data aggregauon.

where EDA Wmhlwe

dxstance from the CH node to the BS. Thu&

the total energy ¢ dissipated by every | CH node ina smgl
(be defined as follows::

S of Editapvs Ecniom. Ecnpuas and
); (19) and (22) into (23) yields'

N o eAEo ¥ ToAtaEae + LoATACnptioes |

The total energy dissipated by every non-CH node in a single
round is expressed as follows::

Efion-cily= Enon-cuZAbv + Enon.ci 2 JoN:

; ‘ : . @5y
‘+ENoN«cH-TDMA * ENON - CHZDATA -/ =)
Subsnrutmg values ‘"'c');f: ENON CH _ADV, . ENON-CH JOINv

ENoN-CH- TDMA: ‘and Enon.cpATA from (8), (17), (20) and (21))
into (25) gives’

e

zrmy, gy Ko 2

Enon_ci= 7y LEuec + 2LEqec + Lef,:g';_iﬁ
& —
+ LDATAEcIcc +_ LDATAP('-iz.I——ZME- o

Consequemly, the overall energy dissipation whhm the network. in'
‘every round, can be defined es follows!  <usre) 5 2|
q,_, ,..n)\ el [ . . buC\\S’rﬁ)\,
A\, Erorai-iw'= KEcustens @n
__ﬁ—

where Ecwsm s:gmﬁes to the total energy dxssxpaled wuhm mh“
cluster, and is expressed as fol]ows’

. 4:5
LY ~NIK andac;ordmg 28 ovxdm
)\3 ,;-S =a\¢ \,1 . Iy( ]pr
d A s -

Subsnmtmg (24) ‘and (26} into (29) and conse:
after rearranging, the following is s obtained:’ i T
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aking the derivative of Fyo: aiwg DR T
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Consequem]y‘ the @nnl number of clusters is calculm‘ea as

h . :
.ho‘\"v_q n_the ﬁsIIO\\'lng*qual!_qnj: (sce

(32)).. In EDB-CHS, the

1
9 8. CH ban be

©ptimal probability 6f any_ sensor fode 10, beo

expressed as follows:

e

Popr(s) = %ﬂ 33)

R \533\:@%&& hal e SpeaEd mber o1
s round 1y Kopr, A ccordingly, the following!
teanbeshowny) . y
gi?ﬁwwﬁwé w5
& Lormtoi 3 Roep (D))

S

2.3.3 EDB-CHS: CcH selection algorithm: In EDB-CHS
protocol, a new threshold probability for CH selection is proposed
In a manner that ensures a balanced €nergy consumption amongst
all sensor nodes. However, in this threshold probability, a load of
the residual energy as well as the average residual energy of sensor
nodes are gotten to make sure that the sensor node with higher
residual energy and less energy consumption has a higher chance to
be a CH. Furthermore, the distance between the sensor node and
BS has been incorporated into the threshold probability, thereby
ensuring that the nearest sensor node has more opportunity to be
chosen as the CH than the farthest sensor node, which can lead to
substantial energy saving and prolonging the network lifetime in
terms of the last node to die (LND) metric that will be discussed in
a little while. Not only to this extent but rather it has taken
advantage of an earlier derived optimal number of CHs to derive a
new node optimal probability of being a CH to .be then
incorporated into that threshold probability. Therefore, the new
threshold Pr(s;) for the sensor node s; is suggested to be as given
below: (see (35)) , where Popr(s;) signifies the optimal probability
of a sensor node s; to qualify as a CH node in the present round,
Ecyur(s)) represents the residual energy of s; sensor node, Epyg
symbolises the average residual energy for sensor nodes, davg - ions
implies the average distance between sensor nodes and BS, and
dypg(s;) implies the distance from the sensor node s to BS. G

signifies the set of nodes which have never been CHs in the last
[1/Popr(s;)] rounds, where

(36)
Zz'_ 1 Ecu]t(-yl) :
Eavg = =5

and
Ziv- 1 dions(8) (€] )]
=l T,

dAvG-w0BS = N

e
se, sensor nodes find dthin
o’the formula introduce

At the beginning of the set-up pha e
chooses a random num

threshold probability Pr(s;), according !
(35). Therefore, every sensor node s; ot abtained i less (hz'm
within the range [0, 1]. If the random num CH. Otherwise, it will
P1(s;), then that sensor nede elects itselfas a t'in the CHs, each
become one of the cluster members. After selec mgor ° odes using
CH broadcasts an ADV message to all "c‘"bycs rotocol. As the
Carrier Sense Multiple Access (CSN.IA)-MA thf use of TDMA
clusters have not been formed at this tme, o liminate the
mechanism will not be possible. "I'I'u:refore,be et of 8 awout
possible interferences between sensors, CSMAf C e It
interest, i.c. each sensor senses the channel before

ins the sensor
sensed data. However, the ADV message contains

iscriminates this
node's identifier (ID) as well as a header thls]tt glssg??tl'nthis et
message as a declaration message. Bz.ase_d on the B iiite B
message, each sensor node transmits its Jom-requcslt]m T e
closest CH using the CSMA protocol. After the dc v allits
formed, each CH produces a TDMA schedule and sends 1 i
cluster members. This averts collision between data messag; y
minimises the dissipated- energy for each non-CH node 4 Y
permitting its radio components to be tuned off all times excep u;
its transmit time. Moreover, the djrcct-seq}:ence spread_ spectrum 1
employed for the reason of reducing the inter-cluster m.terfercnce.
wherein each cluster uses a unique spreading code. Specifically, a.ll
cluster members send their data using this spreading code that is
enclosed in the TDMA schedule sent earlier and therefore the CH
can easily filter all received signals.

. w‘ﬂ'ﬂ.
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Fig. 3 Average distance bervean f.\:fﬁ adjacent CHs
T S S b 2
that the expected number of CHs for the.
which is expressed, as shown in @4,
__ Different from EDB-CHS protocol, if it 15 assumed that nodes )

and 5, are taking their turns as CHs with probabilities Popr(s) and'

Porr(s;), respectively, and the distances of nodes's, and ) to the BS)
are d(s;) and d(s)), respectively, then the io[lgwhlg
for the energgy consumption is obtained:; Eufyy  M0nd L

L’\\N\U- [ o (::\{\” c‘\"\\" ROy, n-nH-l "__{*I‘*J @
D — Ry e e . 3 :
Porr($)Ecils)d(5) + (1 = B vz 2 M

e NS

T e AT D)

18 = Porr(s) B d(s) ¥ (1 2 Porle e S 2 M.

T 9?7 Porr(sEcu(sd(s) + (T = Porr(S) Enon it TR

P JVVENON -CH 27 JKoer:

?g\\—‘\\\"- on (3 8)

-f

N @

‘After simplifying, the following is itimately obiained’

R——

" (Assuming that

(B Porio|Ecuts

= o

oy

-w .-;

(Then, it is obtained Popr(s) = uw(s). U
{that u = Korr/ 23}:!':”(5} }3
{the fommtlog:,:

DL RO S —" IONY = SR ()
‘ f = K R SO0 L Lanbisly PV
belwnee ! "‘PO_—/;_"'{EJ}” : *‘-""‘“:El/_?'"!,".' g".l)::
A,

i T S i has been noticed | through
g nowwﬁ{atit:ﬁgl el.:;m;ﬂ;l;CHS ‘protocols may result in/
enopnousd_:cm (very close) CHs." Th.mfo,e,‘.; EDB-CH_S-BQFQ
having 8 {i ds to the threshold probability expression derived m;

s tocol a new parameter which refers to the .opm.na}.l
‘EDB-Cﬂi_ gf{"s and this is for the sake of increasing the number o ;
g CHs in a reasonable way which is then to be ﬁlhtm
“f‘d'dumb lanced objective function that will be discussed shorily
using ﬂxe alan: threshold pmbabilityiffﬂ(’l) _I?e.come!'-:s:is.‘ _5?‘.',’._1
Thus, (e B this equation, Kopr symbolises:the optinnm

e e which i chviously allded n (32) Othe dual
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‘a wellproportioned distribution of CHs over. the. network i
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Tandom numbers by nodes that are
elaborated threshold probability f
as proposed in EDB-CHS protocol.
¢ sure that the CHs in any round are 1o

a balanced objective fimction that basically s:ns\m::é

on of

r tance  that each candidate CH
eclare itself as a CH node for the
by the following balanced objective
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H(s)). denoted by D, is

the expected distance between
mbers. Therefore, the threshold!

ertisement message 10 all near!

didate CH becomes a non-CH)
chooses which cluster it should join in the)

{san . cplaine earlier. It is worth not‘injgi‘_thnt"lhé}
l CH can estimate its distance from the prior selected CHs
fin ¢ with the RSSTof advertisement messages.)

3 Simulation results
3.1 Simulation environment and parameters

To evaluate the performance of EDB-CHS and EDB-CHS-BOF
protocels, simulations have been run using MATLAB. Moreover,
the simulations have been executed on a computer device with
Intel core i7 processor working at 1.60 GHz with 16 GB RAM, and
runs Windows 10 Enterprise edition (64 bit). In the simulation
experiments, 100 sensor nodes are uniformly deployed over (200
mx200m). The BS is located at coordinates (100 m x 300 m).
However, Table 1 summarises the main parameters employed in
the simulation.

3.2 Performance metrics

Several simulation experiments were performed to evaluate the

efficiency of the proposed protocols, whereas the following
performance metric is used:
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Fig. 4 Nerwork lifetime for all protocols in a sensor field of size 200 * 200 m?

+ Network Lifetime which primarily includes First Node to Die
(FND), Last Node to Die (LND), in addition to the Half Node to
Die (HND).

« Total data delivery which represents the total amount of data
messages received by the BS considering FND, HND, as well as
LND network lifetime indicators.

3.3 Results and discussion

In this section, the performance of the proposed protocols (EDB-
CHS and EDB-CHS-BOF) is investigated in terms of the three
different descriptions of the network lifetime. Furthermore, two of
the most relevant works, LEACH-DT and CEED, are implemented,
and subsequently, fair comparisons are conducted between the
results of the proposed protocols and those attained from these
prior protocols. Finally, the influence of increasing network size on
the performance of EDB-CHS, EDB-CHS-BOF, and related works
is examined.

3.3.1 Network lifetime investigations: The examination of
network lifetime in terms of the FND, HND, and LND metrics is
intensively studied in this subsection and clearly depicted in Fig. 4
for the proposed protocols as well as the LEACH-DT and CEED
protocols. The simulation was run 20 times, and the mean of these
simulations was considered to obtain an accurate network lifetime.
It can be clearly seen from Fig. 4 that EDB-CHS protocol beats
both LEACH-DT and CEED protocols from the points of view of
the FND, HND, and LND measurements. Particularly, the FND
metric achieved in EDB-CHS protocol is 398 rounds, whereas, in
LEACH-DT and CEED protocals, they are 247 and 269 rounds,
respectively, which basically results in having enhancements of 61

Parameter
network size (M x M) Values
BS location (X, Y) 200 m x 200 m
number of sensor nodes (N) 100 m, 300 m
initial energy (Ep) 100 nodes
radio electronics energy (Eglec) 054
transmit amplifier energy (z(s) 50 nJ/bit .
transmit amplifier energy (emp) 10 pJ/blt/m )
cross-over distance (do) 0.0013 pJ/bit/m
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and 48% over LEACH-DT and CEED protocols, respectively. As
far as the HND metric is concemed, its values are 986, 480, and
707 rounds for EDB-CHS, LEACH-DT, and CEED protc;culs
respectively. Amazingly, this provides improvements of EDB-CHS,
protocol over LEACH-DT and CEED protocols in percentages of
105 and 39%, respectively. Concerning LND metric, its values are
3430, 854 and, 3490 rounds for EDB-CHS, LEACH-DT, and
CEED protocols, respectively. This results in having a coiossal
change of 302% over LEACH-DT, while CEED achieved a minor
improvement of 2% over EDB-CHS.

These tremendous results are related directly to the main
improvements introduced in EDB-CHS protocol. Firstly, deriving a
tight closed-form expression for the optimal number of CHs, based
on a practical cluster shape, has a positive influence on re’ducing
the energy consumption and henceforth prolonging the network
lifetime. As a result, a new optimal probability of a node to be a
CH is derived. Secondly, EDB-CHS protocol employs an efficient
method of selecting the CHs which basically involves a new
threshold probability that takes into account the residual energy of
sensor node and its distance to BS along with node's optimal
probability. Thirdly, the CHs in EDB-CHS protocol broadcast the
advertisement messages to a distance of half-length of the network
instend of the entire network, as was proposed indirectly connected
works. This means that the CHs will usually use the Friss free-
space propagation model (d? attenuation) rather than the two-ray
propagation model (4* attenuation) which makes the en
depletion lesser. Finally, EDB-CHS limits the distance over wﬁ
the TDMA schedules are broadcasted. Specifically, the cl[::}
compute the maximum distance to reach their cluster mcmbers :1
accordingly send the TDMA schedule over that distance lhe:'an
decreasing the energy consumption within the entire ne;work‘.‘b]‘
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Fig. 5 Network lifetime for all protocols in a sensor field of size 300 x 300 m?

can be further observed from Fig. 4 that CEED protocol has a
better performance than LEACH-DT protocol as it considers the
sensor node energy as well as its location when picking the CHs.
On the other hand, CEED employs the optimal number of CHs
rather than the expectation as used in LEACH-DT.

To this end, it is completely clear that EDB-CHS-BOF protocol
is the best performer in terms of aforementioned definitions of the
network lifetime (i.e. FND, HND, and LND metrics). Precisely, the
FND metric of EDB-CHS-BOF is at 798 rounds, which leads to
having remarkable enhancements of 101, 223, and 197% over
EDB-CHS, LEACH-DT, and CEED protocols, respectively. The
HND metric for EDB-CHS-BOF is at 1506 rounds. This results in
having enhancements of 53, 214, and 113% over EDB-CHS,
LEACH-DT, and CEED protocols, respectively. Finally, the LND
metric of EDB-CHS-BOF is at 3893 rounds. This results in having
superior improvement of 356% over LEACH-DT and small
improvements of 14 and 12% over EDB-CHS and CEED,
respectively. ) Y

Actually, these enhancements were achieved by employing the
following ideas. At first, EDB-CHS-BOF proto:':o] adopts a
distributed CH selection algorithm that ends up in deriving a
threshold probability which takes into account the sensor node
energy dissipation in each round, its distance to BS, the optimal
number of CHs, as well as the optimal probability of a node to
serve as a CH that is derived utilising a balanced formula of energy
consumption and how distant nodes are from the BS. This in turn
balances encrgy consumption amongst the sensor nodes, which
certainly makes the sensor network remain functioning for a longer
period. Moreover, further, improvement is introduced in the CH
selection algorithm by primarily guaranteeing . effective CHs
distribution throughout the network and avoids the adjacent
formation of clusters, This results in a reduction of the nupr;r of
long distance communications with BS and succeeds in achieving a
longer lifespan of the whole network.

3.3.2 Network lifetime for different network sizes: In. this
subsection, the influence of increasing the network size on the
performance of the proposed protocols along - with - directly
connected works, in terms of FND, HND, and LND metrics is
examined. In the simulations conducted, two different network
sizes are considered: (300 m x 300 m) and (400 m x 400 m). The
locations of the BS for these network sizes are (150 m x 400 m)
and (200 m % 500 m), respectively, It is clearly sho:.\(n from Figs. 5
and 6 that all protocols incline to have a shorter lifetime with the
increases of network size. This is due to communications over long
distances which cause the sensor nodes to die faster, ;
LEACH-DT has the worst performance where the first node
Jies at rounds 57 and 17 and last node dies at rounds 418 and 152
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when network sizes are 300mx300m and. 400 m x 400 m,
respectively. Actually, this is expected since LEACT-DT does not
bear in mind nodes’ residual energy when selecting the CHs, which
surely upsurges the number of dead nodes, influencing the network
lifetime.

. For all network sizes, EDB-CHS protocol has a better
performance than CEED with respect to the FND and HND
metrics. Referring to Figs. 5 and 6, EDB-CHS protocol shows
improvements in terms of FND of 53 and 133% over CEED when
network sizes are 300 m x 300 and 400 m x 400 m, respectively. It
also shows improvements in terms of HND of 45 and 73% over
CEED when network sizes are 300 m x 300 m and 400 m x 400 m,
respectively. This is due to the enhancements implemented in
EDB-CHS protocol, which are extensively discussed and
highlighted in the previous section. On the other hand, EDB-CHS
protocol has a slightly higher performance than CEED with respect
to the LND metric, for all network sizes. This can be related to the
fact that EDB-CHS and CEED consider the residual energy of
nodes besides the distance to BS in the CH selection process.
Furthermore, as previously discussed, CEED reduces the
possibility of a sensor node becoming a CH, which leads to the
existence of rounds where no clusters are formed. Therefore, each
sensor node transmits its sensed data individually to the BS.

It can be further seen that EDB-CHS-BOF protocol has the best
performance with respect to the FND, HND, and LND metrics, for
all network sizes, Specifically, EDB-CHS-BOF improves the FND
by 55, 136, and 198%, HND by 73, 151, and 383%, as well as
LND by 7, 13, and 633% over EDB-CHS, CEED, and LEACH-
DT, respectively, when the network size equal to 300 m x 300 m.
EDB-CHS-BOF improves the FND by 7, 150, and 165%, HND by
43, 150, and 342%, as well as LND by 38, 58, and 18;’)9% over
EDB-CHS, CEED, - and LEACH-DT, respectively, when the
pctwork size equal to 400 m x 400 m, Actually, the amendments
mtroduced in EDB-CHS-BOF protocol, which unquestionably
ensures a goo_d distribution 'of the CHs in the network, contribute
significantly in extending the network lifetime and making its
performance preferable over all other protocols.

3.3.3 Total data delivery for different netwo }
network lifetime indicators: To this extent, i i isting 12
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6 Appendix

6.1 Expected squared distance caiculqtion (derivation of

(16))
uared distance be

tween member sensor nodes and
The expected sq

i i derived in this
the CH node E[dﬁ,cn]. (16), is extensively derve

i ix ilateral

A ix. Th gular hexagon 1S composed of siX equi 4

ppegtl‘ds .as sl-in:fen i:lﬂll;ig. 10. Therefore, the area of a hexagon is
triangles,

calculated as follows:

3178

Fig. 10 Area of the regular hexagon
= 6 X Aymingle 46)

Ahcxngnn
=6x%xSxH.
_._f'-_/

i i i ight of the equi
In this equation, i is the heig .
the side length of the hexagon, which can be
Pythagorean theorem as follows:

g H=\/S’—(-§')z=’§'5' “

Substituting (47) into (46) yields

lateral triangle and S is
calculated by using

(48)

To evaluate the integral of (10), we split the hexagonal region [J;),
which is shown in Fig. 11, into three regions D=D,UD,UD,

then
E[diyca) = f f d(x, y)p(x.y)dxdy
D

= f f d*(x, v)p(x, y) dxdy
" (49)
+ f f d*(x, y)p(x, y) dx dy’
D,
+ f j; d*(x, y)p(x, y)dxdy.

To find the straight-line equations, which are shown in Fig. 11, we
use the point-slope form

Y=y =mx=x), (50)

where m is the slope of the line and is equal to (y - Y(x = x)
and (x,y) is one known point on the line. Accordingly, the
bounded regions that will define the limits of integration are

= ; 1,43
DI - [(-\‘»)’)-0 S x S 5S,£S—J§I S y S i/S.\"{- gsl’
1

D, = [(x.)'):z.S'SxS%S.OSys,ﬁsl‘ &b

3 N ¥
D,=[ )5S < Jix =33 33
)z Sx <285 <y < 5 S-ﬁx}.

Therefore, (49) becomes

E[dicu] = p f ks f ¥ e+ (/Bms
3 2
x=0 Y= (/A28 - ik (x -5y +(Y-H)2d.l'd_v
j‘.t=(3!2)$ Y = /35
+
hesn Jreo T HO-HYdedy (5
"“fhlv Y= RS- fax
¥= 028 Jy = ix - aAms (x_s)z"'(y"u)'d!d_\'.
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Fig. 11 Hexagonal region of the cluster
After integrating with respect to y, the following is obtained: Upon simplification, (55) is obtained (see (55)) . By integrating
. ) with respect to x and inserting the limits of integration, (56) can be
5 X =ADS 2 (y— HY oY reas obtained, Ultimately, the following is provided after simplification
E[dnf.‘H]=ﬂf (I—S))’+—3— -y dx i
Xm0 v= (/715 =iz
xm Q2 (y— HY’ v =35 ‘ E dtzoCH] = p[ZJg(% = % + %) + Z‘g
+ f S -Sly+ L5 (53) 3
e T bat ‘ 385120 _ |3S(=S12)°  3s*
X =25 (V—H)s ¥ = (3y3/2)8 - Ax +(‘J_ 3 "‘L 3 ) +J;
e e A 5 G8)
= (3/2] == (3,
3 brinese -+ S 20,55+ 3y
Inserting the upper and the lower limits of y into (53) gives (see
(54)). _(84132@”\/3—54_45 435* +6 S = aﬁg‘)]
X = (/DS A\ _ A
E[diocu) = ,,[ f (x = )(23x) + 5@ -4 33” dx
A=l
X = (12)§ . /38 ,2)1
- 8) (s =
oy 5799+ (54)
xw2§ 3
xu (/D)8 3
w1/
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Aml
ooy 3. [x= G128
+ 13.5'(,}1 S) + 1355‘ X dx
. = (1i2)S (55)
) wlS . 3
+ f =234 + 834 = 10/3x8? + 4/35° + 22938 = y3%) dx]
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[iM-AHP-G-C: Life Time Maximizing Based on Analytical
Hierarchal Process and Genetic Clustering Protocol for the

Internet of Things Environment

Khalid A. Darabkh', Wafa’a K. Kassab', and Ala’ F. Khalifeh?
I'The University of Jordan, Amman, 11942, Jordan, k.darabkeh@ju.edu.jo, wafaa kassab@mof.gov.jo
2German Jordanian University, Amman, 11180, Jordan; ala.khalifeh@gju.edu.jo

Abstract— Contemporary smart sensing paradigms, that are provided via diverse Internet of. Things (IoT) mechanisms,
propagate across considerable domains of daily life, such as health, agriculture, transportat_wn, trade sectors f? urban
environments and smart cities. The new era of revolution in information technology \.vnll rely on processing and
analyzing big data that are gathered by tremendous numbers of intelligent sensors, which are disseminated in fhe
surrounding regions. However, most of these devices suffer from restrictions on power resources and processing
capabilities, which in turn will enforce stringent restrictions on the network operations. In view of this, the development
of novel and efficient energy algorithms for IoT paradigm is a challenging issue bearing in mind that the performance
of this state-of-the-art network paradigm cannot be handled effectively by the existing techniques or solutions that are
utilized in wireless sensor networks. To meet the requirements of maximizing the IoT network lifetime, we address in
this work the challenge of IoT networks as of embedding energy-constrained devices by proposing a novel protocol,
namely, Life Time Maximizing Based on Analytical Hierarchal Process and Genetic Clustering (LiM-AHP-G-C)
protocol. In particular, the proposed protocol presents a novel optimal clustering algorithm for un-rechargeable
battery-powered IoT devices, an efficient IoT heads selection algorithm, a heuristic method for optimal hop selection,
and a model for avoiding intra- and inter-cluster interferences for IoT networks. The simulation results show that our

proposed protocol outperforms the other existing works in terms of network lifetime, resource utilization, and
scalability metrics.

Keywords —1oT environments; smart city; routing; clustering; AHP; cluster head rotation; throughput; GA; broadcast
domain; wireless sensor; IoT communication protocols; multi-band antennas; FHSS

1.Introduction

The Internet of Things (IoT) term was first coined by Kevin Ashton in 1999, to belong later to the
fundamental block for the upcoming intelligent world that paves the way to the information revolution era [1] [2].
In specific, the IoT technology builds a bridge between the cyber domain and the things inside the physical world
to permut unprecedented ubiquitous surveillance and intelligent control. The major idea behind IoT is that in the
close future, most of the things that surround us will be accessible, sensed and connected insid
global'srmcturc of the Intemet [3]. Wireless Sensor Network (WSN) plays a considerable role in IoT as of covering
a spacious application range indispensable for the IoT. The IoT networks are similar to WSNs, where the nodes in

both networks are battery-powered microsystems embedded with transducers to monitor the surroundi [4

HOWCVC{. the IQT nodes are embedded with a wireless radio to form a wireless network autonomo ";g 11

;::énmumgate with each other. Nevertheless, these nodes have severe resource constraints in terms of batte v };\3;

thef;l(;g Sc;;zl nc:dm;):tatﬁnal and communication_capabilities [2] [5]. These factors should be taken into azgum as’

comvéitlont] Bel d ueprint for the prospc.my of the entire routing process, which requires optimizing the
ield estimation and data aggregation methods such as multi-hopping and clustering techni g

1.1 Problem Statement B eeinimes.

e the dynamic, living,

Commonly, prolongi :
, mg the network lifetime d :
[6]. In fact, the ener gmE th 1letime depends on the effective mang
O Sl consy i i gement of the energy
deSlgnmg IoT nctwiik _ Ml:;p“m‘ 1s one of the most critical issues that must be i STQUICES

from the core 1o
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clusters and determines the nodes belong to each cluster based on their coordinates. Thereafter, it specifies the heads
and relaying nodes (if needed) for each cluster.
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3.3 Division of Network Area (onnds I\ \,:Cls,.q, (s P Sy

Our major concern is how to connect the width and height of clusters with the threshold distance (ie,the =il L)
distance where beyond it, the two-ray channel propagation model is used). In specxﬁc. the width and helght of | %
clusters should be chosen considering the following constraints: I

1. Avoiding the transmissions over the two-ray channel propagation model. ~ ~j— — |- N ekt Y LW I
2. Making use of the mulfi-hop routing algorithm proposed in this work. i '?“;L i il
vo Redwhs oy ion had Y e
v Foy MY |

itk o) |55 EQ_: (—\

. G., 4-)1‘“ G::-f _,5) [Q‘qv’ m)l._u ‘:‘1’_"
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It is worth mentioning that avoiding the transmissions over two-ray channel pr opagation el lfﬁ:f:;g
the transmissions using Friis free-space channel propagation model, maintains having lower transmit power,d : thiz
prolonging the IoT network lifetime. On the other hand, making the multi-hop routing a]gor_lthm propose 1’n
work feasible, the width of the cluster should be much less than the threshold distance. In light of the abov ei N
want to draw the attention to the point that based on empirical and experimental works, we are evenn.lauy ahie fo
come up with expressions that describe the division of the network area proposed in this work. Partlcu—lgfr-ll%

eight of a cluster is half of jts width) while the width of a cluster should not exceed 30% of the threshold distance
In addition, we formulate an expression that relates the network length (L,) with the cluster length (Z,) to have the

number of layers (N,) in the network area as shown below:

ﬂl‘f"“lg{[ °F ['._jf/j W

e N,=ceif(§), ' . ()
where: _ bes i T \ea9
FRie oM 1) )
p= ceil(L—") / O\ wore/
Moreover, the total number of clusters (W ) ina network area is represented by:
—"\——-—. ¢ , :
Nmt(/ of clwtess N =(2NH2. oF |auers (3)
. LN, =( &_/; #t

Interestingly, the number of clusters in a layer (N, ) is expressed as: leov SRANT

- N"'.' =5+ax(Lmrm —l)l (4)

i:‘:\-hr——?i‘ 1.9 . . . : .
where, dand o represent the coe Icients that have been selected experimentally, while their values are listed in
Table 2 (i.e., simulation parameters table). Z,,,,, refers to the layer number.

It cannot be missed out to be mentioned that the severe resource of €ncrgy consumption in IoT nodes is
communication, which highly depends on the distance between the transmitter and recejver [35]. In our work, we
follow the same energy radio and channel propagation models that are adopted in [36-38). Similar to its counterparts

[20] [28] [29], the LiM-AHP-G-C protocol, considers that a LH consumes E,, (%/Jignal) for data aggregation

process and compression of multiple data messages of length g-bit each, which are those received from its cluster
members along with its own message, into one single message to be sent afterward to its CH node. Ultimately, the
CH node aggregates that compressed message along with its own data message and consequently transmits a

compressed version toward the fog node. PRI A e vintfeais ptual | s s &
) ; Wa, i/ ) ez a) g 3kl i
3.4 The Broadcast Algorithm idver forence &= W2 s e Q(: \“* W G

, In the evolving telecommunication world, tl}‘?@nm has become a desired ang
significant component for numerous recent communication SySt_CmS ecause of their €ye-catching properties such
as their ability to support multiple bands of frequencies, lightweight, small size, €asy fabrication, ang low cost [39]
[40]. To take advantage of the aforementioned features, we employ such type of antennas in this Work, which allows
each node to transmit over different frequencies baS&?d on its type and ﬂl? required transmissiop range, thereby
avoiding the intra and inter-cluster communication interferences. Anrgctlyely, the fog node is l'ESpon’sible for
preparing all the important parameters, required per round, before the beginning of the data lransmission sgq ge, such
as the layers’ ID along with their clusters’ IDs, members and heafis of each cluster, ag well as rela node ID oi‘ h
cluster {if needed). Consequently, it organizes these parameters into a table to be thep broadcasteq within th, e

of its dominance, which allows the nodes further to discover how far they are from it relying on the rece; d © area
swength indication. Notably, Fig. 4 shows a portion of a control packet belongs to netwogl, clusters of la;:rs sll g;ﬂﬂ

*/ . 2 from round 494 to 505, Er St ) e Zas A psig Malbipal\, Z It Sepn,,
L] i} g i
= y

g, ‘-"\:\; r’!'\

' ‘-u\ (PR SN ¥ U laveFereace Y
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Figure 4. A portion of control packet broadcasted by fog node at the setup stage
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3.5 AHP Heads Selection Algorithm =

In this paper, a novel cluster head and leader head selection
is performed by the fog node due to having unrestricted power source along \?'
storage capabilities. The AHP is an effective approach in dealing with comple: - sing complex
being able to help the decision-makers to place priorities and select the optimal option throul%([h ng:‘t/g?gthe' X
choices into a series of pairwise comparisons and finally synthesizing the results [41]. Ol'hencc; lessening
incorporates a valuable method for checking the consistency of the decision maker’s a_ssessments, f Lﬁ selection
the bias in the decision-making process [42]. In this work, the AHP is utilized to deal with both CH an

through considering the following steps:

rithm,
scheme, which is based on t_he AHPdal %& i
ith high processing speed a s f
x decision-making processes 2

Step 1: Structuring hierarchy

‘ The objective of the decision, which is selecting an optimal CH and LH per cluster, is priori_tized at ti})e
highest level of the hierarchy as shown in Fig. 5. The next level comprises of the decision variable (dimensions),
whereas the least level includes all the IoT sensors that need to be assessed (alternatives).

{2 WX 5\ s gl

G_‘f_;_ﬂ E— Reordering IoT nodes based on their weights
k. Y
o) oM 2aU/gn ) . nedes O Je s a.s Qas
= —— General ’ Pl Distance to the fog Average distance among all neighbors Ky e i
criteria Energy (R,) os Yook
node(D ) in the same cluster (AVG,.) | neray VR
syt Y
y ‘ 3
. Node 1 ‘Nodel = - Node
' Node 2 Node2 . Node 2
Altematives : s :
Node n Node n Noden

EL LY Figure 5. Structuring AHP hierarchy for CH and LH selectiong

Step 2: Ca i local-weight vector and consistency check
A local weight refers to the weight of each dimension and accordingly will be ag an entry of the local

weight vector. However, the approach of finding the local-weight vector is illustrated below.

a) Making pairwise comparisons: In order to compute the weights of distinctive dimensions, th
algorithm begins with creating a pairwise comparison matrix A as shown below: » the AHP

gul & WD 5 ot N O
o\ :

A TS

LN
aR:.R:_ aRﬂDﬁs aRn"‘VGd:: & \J:’J { Y 'L)

a a a o
fo‘lR" Dfﬂfoﬂs Dﬁ'-{’Gdi’ 1 (5)

Q4vGy,R, a-'dequ a-‘ma.AVG‘,

X3
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Taking into consideration tha

‘ t Aism xmmatrix, wherefmYenotes for the number of the evaluated
dimensions which include the r

; esidual energy of an IoT node (R, ), the distance between that node and the
fog node (D, ), and the average distance between that node and other cluster members (4AVG,, ). Each

i
: . N f . . th 4: 3
entry in the matrix 4 ( i.e., a,) importance of the i dimension relative to thesj’ " dimension.

-For instance, if a,> 1, then the i dimension will be more important and favorable than the /” dimension.

Similarly, if @, < 1, then i dimension will be less important than the ;” dimension, while indicates

that both i” and ;* dimensions have the same importance. Based on the above, the relative importance

among the two dimensions (7, ;) is determined according to a numerical scale that goes from 1 to 9, as

shown in Table A.1 at appendix A. On the other hand, the exact value of the pairwise comparison matrix
that is adopted in our sin

mulations is provided in (A.1), found in appendix A.

b) Calculating the local weight vector: Generally, the local weight vector considering all dimensions can be
found as e :

QLD B (1Bl s bl ney
‘ .lz’ (6)

War,)

Speciﬁcally, tlje loéhl '\#éight'vector of dilﬁension i (w;) is computed by ﬁqding the average of every row
in the normalized matrix 4, ,, (from matrix 4), which is as

e s P
SV B3 W DI yla.»;_._.:s Ya u/Me -

: oy ¥ iy a"Qﬁlf\‘-\'a'\)\' .))f p .

where &, is the normalized a, and can be computed as

Rra ' M D)
2> Yol fow » &t ‘\ .‘;_‘ :may —> )
Vioation N 238 B SR S RTE Jul e - ®
' Colwnns | NPt ¢ (377 <

It is good to mention that the summation of each column in A,erm should be equal to 1.

¢) Checking for consistency: A matrix 4 is considered to be consistent as long as a,; Hence, to check
the consistency of any matrix, we should find the Consistency Ratio (CR), which is expressed as

-8 W cr=L Sy ‘.“3\":‘
AL Yoo~ V- e A' =" R — RaQlem 1\n
where, CI represents the consistency index, which is expressed as shown in

&)
(10), while RI refers to the

ety ich can be selected from Table A.2, shown in appendix A, based on the number of
i ‘ ' © Jiment .
dimensions chosen, - g dimentiat] .
T m-1" 10

h 2 refers to the eigenvalue of the pairwise comparison matrix and is computed as
where, 4 . -
2.C0,
R
m a1
‘ ] i tor and can be computed as
represents the consistency vec
where, CO rep

——
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AR e (12)
' cO=w x-l—
=W, x—,
(13)
d on the following
istent. If this
g the three

where, w, denotes for the weight sums vector and can be calculated as
BAN ey =AxwW
—

u\.ﬂ-:" e (323 SU s ) Payise  malin
To this end, we can determine whether the comparison matrix is consi

5k :

o\ Vsl Consm'fm'.lf 0< CR<0.], then the local weights will be consistent, otherwise,

Sk ;ﬁgit:;limtl sls lnotl?:;;. then a recalculation is required. In other words, the levels of impo

ons shou reconsidered to eventually meet this consistency check constraint. -

fesse ! y : cy Weight  J) e Lu
Giass st ) w3V Step 3: Calculating the global-weight vector N a8 ey € Vec rof

. \mplk'“‘JI 3300 LA o

(3N K
stent or not base

they will be not cons
rtance amon

ding the aforementioned three dimensions for
umber of its rOws refers to the total number
dered to be then multiplied by the local-
weight vector. Interestingly, in our
rmation in which the nodes of each
ctually, the top two nodes will
of rounds) while the next top
d so forth. The batch duration

'I'h_c global-weight vector is calculated for each cluster by fin
each node in a cluster and then including them in a matrix where the n
of n::luster members. Thereafter, a normalized version of this matrix is consi
weight vector, found in step 2, which ultimately results in obtaining the global
proposed protocol, the control message, sent by the fog node, has a massive info
cluster are ordered in a list in a descending order based on Eheir global weights. A
serve as a CH and LH, respectively, for that cluster in the current batch (i.e., group

;wcc]) ]tJOde:‘: will serve as a CH and _LH,- respectively, for that cluster in the next batch an
s determined by the fog node which is assumed to be in a knowledge of all messages’ exchanges between all nodes

in thlc:lnetwork along with their costs. In addition to aforementioned control message information, the round numbers
le;t which the nod;s alternate Fhel}' head.s are included. The criterion of alternating among batches is as follows. Both

eads selected will stay serving in their roles as long as their energy. consumption, until the current round, equals or
does not exceed an energy threghold, E;, . . This criterion helps in maintaining a balance in the energy consumption
among cluster’s nodes. Literally, the global-weight list is subject to change as soon as any of the heads ran out of
energy. In other words, the informative control message, sent by the fog node, includes further the new global-
welg.hr lists that should be considered by all clusters’ ‘members along their activation rounds. The main reason of
making the whole task to be handled by the fog node is to reduce the control overhead which will be required, from

sensor nodes, for achieving this purpose. ; S0
Relay  Jax) =) gl

ey

3.6 Genetic Relay Node Selection Algorithm
The genetic algorithm is an adaptive heuristic search algorithm that mimics the genetic

0 . . . - . . T . . concc
selection, mating, mutation, and inheritance and is widely utilized in optimizing plenty of research pg;lglfnza[tz;?
ly generated probable solutions, known as the initial population.

The genetic algorithm starts with a set of random
Each individual is represented through an array or a string of genes called a chromosome, where the length of all

chromosomes in the population should be equal. Every permissible gene should be evaluated via a fitness functi

to estimate its efficiency. Hence, the fitness function has to be formulated in such a way that a permiss'bll'mc'h:)n

provides a result around the c{ptimum solution. 1ble gene
\_‘_'. dake U‘) J" !'J

\ v Caak
t of IoT sensors and for any, i
t of relay[nodes will become feasible, as shown in Fi

e owq In Fig. 6. Therefore, al ‘
Tdate relay'nodes) Upon satisfying a criterion, those ;:I;I:S

This criterion involves three conditions where the first conditi
on

In the contex
threshold distance, then the employmen
‘or CLs in'the _'ne,twotk;‘ax&:fdonsidcred“iﬁitially"as
) g) heads will turn out t

. e relates to that, for any clllster[_tlj;éfgis_(ﬁj;‘@gﬁ'j@m;
mimméld'mmﬁcﬂﬂiiﬁﬁibfﬁiiSfliﬂﬁsif 1e101i;
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e s oneed oo
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AéThis conditioni CHOSCATto insnre th:
d&ilThe last one relates to that the ener o candi
. . ‘ il
ge energy of all candidate relay nodesJAs mentionedd\flfetﬁ :f'lay node
f finding the relay node for every CH or CL in arl;::g Slndg
lm td

should be grcer t or qual toe avera
the AHP heads selection model, the fog node is in charge o
as shown in Fig.4. In other words,

gCHaandidatetelay niode shiould fiot transcend
- iderany further relayin
GEn0de shiold beless A
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their optimal relay nodes in every round. That is why the energy concern is included in the aforementioned
; s ed criterion. F.s )
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However, fo.r any cluster, there might be a number of possible hops for forwarding its traffic toward the fog node (
RE, ), which can be expressed as

0.5

((yfag “Yen )2 +(xfog ~Yeu )2) (14)

dﬁm:s

niade

10/ (he permissible relay. node 1664

implies having 4 genes wherg each gene llas a

p {0 our prior example; the 4 genes, in sequence, have 2,4, 3, and

this'¢ase; the initial population includes 5 chromosomes where the 5

Kb ; dre’spread out evenly among those chromosomes. In regards to the other

1€ permussible values are distribiited alternatively among the 5 chromosomes. At this stage, finding

the fitness value of each gene in each chromosome is initiated. The fitness function adopted in our algorithm ( FN

) is expressed as: 0! £ Lo €123 DL% e i

OV I L e S e~ ENZaxfi+BXL V%7 Gims wirs vy Ol e , (1%)
Nads HEC i ' ) T

where@epres'ents’ the ratio of the energy of the current permissible relay node (E,,, (pe)) to the average energy of

all permissible relaxmw, ). This reflects that the possibility of the current permissible relay node to be the

optimal relay node gets high 45 its energy level is high. Moreover,@ienotes for the ratio of th ' istances

from all pe relay nodes to the fog node, to the distance between the current permissible relay node and the
og node. As it gets closer to the fog node, the possibility of the current permissible relay node to be the optimal

Foy Nus 602 1LY G

relay node increases. In addition, @é\ﬁarito the ratio of the average number of times that all permissible relay —»

nodes have become optimal relay nodes to the number of times the current permissible relay node played this role.

o o8 U

In fact, this is an important concern. In different words, to achieve an efficient load balancing, if the currem L t_\;z s

pennissible relay node is already served in the prior rounds as the optimal relay node, then its possibility to serve

longer will decrease; Lastly, &, fand y are the fitness function coefficients which are experimentally chosen and g L
listed in Table 2. B : ' Sach gy L
‘ : I S (oD e oS e W) Bl ML ez o) avy
In light of the above discussion, f; is expressed by ol i)

Yz E,-”(pe), a5
B )

Furthermore, f; is given by

N
D (g = 2i) + (g =50

e . i
D (g — Yy + (X = 2,01 an

At the end, f; is expressed by

2 2.Co)

i=1

Crb N
5= i (18)

where, C(/) refers to the number of times that a permissible relay node 7 has become optimal relay node.
N refers to the population size (i.e., the number of permissible relay nodes).
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the.bo & (limiits); then thiis chromosome will be excluded s iitial
areset bas s of the minimuim and maximum acceptable val 6§ of thie aforetmentioned f1mess IUNCLon
lhls. task gets performed, the process of crossover is started taking into account that there are a lot of strategies
avzul.able in the literature for this purpose out of which 1-point, k-point, shuffle, reduced surrogates, blend, uniform,
heuristic uniform, and discrete crossover where the latter is employed in this work [43], which results in having
lation. After conducting a Crossover process,

new children. At this instance, those children will be the new popu
th_ere is a possible mutation outcome where there are many mutations approaches currently available such as bit
flip, swap, scramble, and random resetting mutation, which is adopted in this research [44]. Attractively, after a

mutation process, there might be a new gene which did not exist among the parents’ genes, which is quite realistic.
The process of conducting crossover operations and then mutations will be repeated in all generated children till to
get one child (chromosome) which represents the optimal solution, where the whole procedure is demonstrated in
Fig.7. In other words, it represents the optimal relay node for every CH or CL. A complete example to show the

entire technique is provided in Appendix B.
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Cluster Interferences Algorithm
eads to the emergence of a massive number of wireless

communication technologies, such as RFID, Telensa, SigFox, LoRaWAN and NB-IoT that could share the same
frequency bands in numerous scenarios. Based on this, many signals will be carried through the same frequency

band which may lead to the data loss, higher delays, intermittent network connections, and lower network
and inter-cluster communication [45]. To eliminate

throughput due to signals’ interferences that are caused by intra-
these interferences, we utilize sensors which are embedded with Sulti-band antennasin both transmitting and
bling the use of different communication protocols. These protocols support the

receiving circuits, thereby ena

Frequency-hopping Spread Spectrum (FHSS) technique in order to enable the fog node to oblige all the sensors in
the network area to utilize different frequencies and hence evade any possibility of communication jamming. To
achieve these objectives, we employ the mechanism which is explained below and shown in Fig. 8.

ces, that could happen at the end of each round, is evaded by compelling each
different frequencies considering the following cases:

3.7 Avoiding Intra- and Inter-
The rapid proliferation of IoT technology !

a) The inter-cluster interferen
CHorCL to transmit over

Q\A\IU"’?/CAL?.)\ 2o Vo lnzo b S X
RRVATTARES  IPRR VI TCTS | bea e QWYY D1 Aoy a5 (s X

Sl ¥ls Wre e Qesbesl) b ¥

« e\ 2} 5%

\na¥er sgenesw e \oT ' DV uy X,

il S 2B
—

CamScanner


https://digital-camscanner.onelink.me/P3GL/g26ffx3k

heboger LU Sea s Wmemgens st L8 e ¥ Alas)el V) ¥

. - z S ol 1-“- k \hS
g“""— R“D'— ULC/"\ Bass o ez, ) Commug, Do) et 3\ oy BLUAL 15} % el LL&LJT: qj _"‘J&-‘a
= . o PRIV
o oy 86 4 EHES N By G 9w aml ) wlae D B
P »l;é&d >aZw 2 \U:u.\ O\ G Q“‘J“ A e L‘P“:;" c"}s CRsAe
T A VR, i
* In the case of having homogeneous or heterogeneous CHs or LHs operating over the:sam:) or¢various)

communication protocols with diffcrent frequencies, then there will be no possibility for any
interference. e
the CHs support different or identical communication protocols that operate over the same range of
frequencics, then the fog node will apply FHSS technique to let these heads transmit over distinctive o ik
frequencies. G5l Comm Pk 31 GUTUT Gl Meale bt DV Nowe NG 1R) ¥ e il *
\r_!_‘—_q?_:lg\ Crey I pden Top ) Camye D1 Lan s S, \aterben gloq:‘\—'n. 3&‘%;4
b) The signals’ interferences, which may be caused by the/intra-clusterjcommunications among the members
of a cluster, is possible to be avoided. In particular, after assigning specific frequencies to all CHs in _the
network area, as mentioned in the first step, the fog node will assign frequencies to cluster members bearing
in mind the following cases:
* Ifthe members of a cluster have different or the same communication protocols and operate over t.he
same range of frequencies, then the fog node will force them to transmit over distinctive frequencies
excluding the frequency that is reserved for their CH.
® If the cluster’s sensors operate over distinctive or similar communication protocols that support
different frequencies, then there will be no interference.

- Geen

\1\ c'c-\

¢) Due to obeying a batch-based style, the fog node switches the CH role among CHs in the networ}c
irregularly. In other words, not all the CHs will serve the same number of rounds (i.e., the batch length is
different). Therefore, in our algorithm, the fog node, when preparing the setup parameters, is aware of all
frequencies assigned to all nodes in the network in every round, hereby avoiding any interference that may

arise by intra- or inter-cluster communications. However, Fig. 9 summarizes all algorithms considered in
our proposed protocol.

4. Simulation Results and Discussion

In this section, a massive number of simulations has been conducted for evaluating and analyzing the
performance of our proposed protocol. In other words, we firstly introduce the simulation environment and
parameters used. Secondly, we define the performance metrics that are used in showing to what extent the

contributions of our proposed protocol are significant, Finally, the simulation results along with necessary decisions
are provided.

4.1 Simulation Environment

The interest in enhancing different factors and parameters that affect the performance of IoT environments
by the researcher’s community is rapidly increasing. Accordingly, numerous experimental and simulation platforms
have been developed due to being almost impossible to proceed in a real environment where many burdens, that
face the setup and implementation in such environments like complexity, time, and cost, may exist. We were eager
to choose an environment that can be equipped with different smart services for the reason of considering different
scenarios of smart city applications. Consequently, we choose an informative geographical territory, which is
Birdsboro borough, where different smart sensing technologies can be deployed and managed easily, hence,
improving the life quality of citizens and tourists. Actually, different IoT applications may be considered in this
simulated region such as smart traffic management, smart structural health of buildings, smart air quality
management, smart parking, smart street lighting, etc. In this research, we use four focal software applications,
where various types of sensors are deployed based on specific distributions that refer to the sensor type and its

transmission range, which include Google Earth Pro v7.3.2.5776, OpenStreetMap web application, Autodesk
AutoCAD vM.107.0, as well as MATLAB R2015a v8.5.0.197613, In our simulation experiments, 100 IoT nodes

are deployed using various distributions, as summarized in Table 1, over an area of the size 60 m x 120 m.
Furthermore, the simulation parameters used are provided in Table 2 and mainly considered as the default values
unless otherwise mentioned in the discussion. The procedure used to acquire the essential information to conduct
the simulations, such as buildings, parking lots and street coordinates is illustrated as: o Shazd JI

Seof booe ) =
® 909k earl\ pre
Skt ke Lak
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(> Aubsdesk
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a) The designated area is specified and selected via Google Earth Pro App, where(Birdsboro borough)is chosen
to be the region of interest, as shown in Fig. 10.

b) An OSM file is exported to identify thdCoordinaies)of all streets and buildings of Birdsboro borough using
OpenStreetMap, as depicted in Fig. 11.

¢) The OSM file is then imported into AutoCAD App after being converted into KMZ format.

d) The coordinates of traffic lights, structural health building, parking sensors, and all streets, as shown in Fig.
12, which are disseminated based on specific distributions, are then 1 exported from AutoCAD into XLS files.

€) After importing all XLS files, generated from AutoCAD, into MATLAB, the coordinates of all

. e s . S e
aforementioned sensors are now known and accordingly, the simulation process begins as soon as the step
below is considered.

f) The locations of the other sensors, which are of interest too and include the street lights, traffic congestion,
air quality, and waste management, are determined directly through MATLAB based on their transmission
ranges and appropriate distributions, where all considered sensors are detailed in Table 1. Seasors 31 dsl zu\e %

. i iNuion ! b
Table 1. IoT sensors and distributions in various network sizes . L A 3 gl Rand
IoT sensors Distribution Communication | Number Number of Number of | Number of
e wn Protocol(s) of sensors | sensors for sensors for | sensors for
MATLAOE ' for (60 m | (80m x (100 m x (160 m x
x 120m) | 160m) 200 m) 320 m)
I | Smart parking | Uniform RFID 25 45 70 190
sensors distribution >
2 | Street light Uniform Telensa 8 11 14 22
- | sensors distribution [46]
3 | Smart traffic Roads NB-IoT 8 8 8 8
light Intersections
4 | Traffic Random Telensa 6 18 31 80
congestion deployment LoRaWAN
sensors [47]
5 | Air quality Gaussian Telensa 15 27 44 120
Sensors distribution [48] ; :
6 | Waste Random Telensa 20 36 58 155
management distribution : ;
sensors (smart )
bins) :
7 | Structural Particle swarm SigFox 18 33 53 136
building optimization
algorithm [49] :
Total number of sensors 100 178 278 711
Table 2. Simulation parameters
Parameter Value
Network size 60m x 120 m
Cluster dimensions 15m x30m
(height and width)
Equation 4 coefficients =4, =8
En 1mJ
Fitness function coeffitients a=0.5, /=04, = 0.1
Fog node location X=30, Y=-60
Number of lIoT nodes 100 nodes
Data message size 6400 bits
Control message Size 200 bits
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S
The initial energy of a node 0.5] |
: 2
Eﬁﬂﬂ-ﬂnﬂ-mup 10 PJ/bit/m
Envo-ray—anp 0.0013 pJ/bit/ m*
Eote 50 nJ/bit
Eps 5 nJ/bit
dcmnmm- 100 m -
Communication protocol name RFID Telensa NB-IoT LoRaWAN S‘[gslj; ?x
[50][51] [52] [53] [54] ST
Communication protocol (125-134) 60MHz 850-900 Hz | 100Hz 869MHz 2 ?\/IH
frequencies kHz 200MHz | 3.75 kHz 915 MHz (868 - 869)MH z
: 13.56 MHz 433IMHz 15 kHz (902 -928) MHz
(60-865) 470MHz 180-200
MHz 868Mhz kHz
(902-928) 915MHz
MHz
Communication protocol (1-10) cm 3km 1 km (2-5) kin (3-10) km
transmission ranges (1-30)m 20km 10 km 15km (30-50) km

Figure 10. Google earth map of Birdsboro borough in Pennsylvania, United States
4.2 Performance Metrics e

The efficiency and robustmess of our proposed protocol have been examined thoroughly where a
tremendous number of simulations were conducted considering the following performance metrics;

i.  Network lifetime which has been assessed in three different perspectives, namely, the First-Node-to-Die
(FND), Half-Node-to-Die (HND), as well as Last-Node-to-Die (LND) metrics. The FND denotes for the
time gauged (in rounds) from the initial IoT network deployment until the first IoT sensor depletes it
energy and subsequently dies. The LND represents the total time (in rounds) ]l all sensors exhaust
completely their energy. Similarly, the HND refers to the number of rounds where exactly half of ¢,
sensors deplete their energy. ¢

ii.  Network utilization which primarily refers to the ratio of the energy consumed for dat

a ransmissjgp
encrgy conswned for both data transmissions and control overhead. S to the
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Figure 12, Distributio-‘n of different types of IoT sensors through AutoCAD

4.3 Results and Discussion i
! | ' i idered. Firstly, we
i scope of correctness of our proposed protocol, many scenarios ate consi Y,
; : To Eillld?gcttllgf enlljafging the network size on the IoT network lifetime of LIM-AHP-G-C protocol and
um:stlgatetly ‘ij:cléu'e the network size that maximizes the IoT network lifetime to be then considered in the
consequen ‘
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* Figure 13. Network lifetime of LiM-AHP-G-C protocol versus different IoT network sizes

The EA-CRP performs better than COCA and UCR protocols which is attributed to employing a

multilayered structure, where the sizes of layers decrease toward the fog node. As a consequence, the EA-CRP

A . . %
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- : o : es are selected
letting the nodes to exhausted their energy so early. It is good to stress on the point tha‘t the relay n:cde‘::ds that in the
in a way that the CH may need to communicate directly with the fog node as long as its energy €
relay node, causing a rapid node’s death.
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- Figure 14. Number of alive sensors against round number considering different protocols
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4.3.3 Simulation Scenario 3: FND Against Network Size
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Figure 15. FND against sensor field size considering different protocols

4.3.5 Simulation Scenario 5: Network Energy Utilization Against Network Size

To this end, it is of interest to know the impact of the control overhead encountered in our proposed on the
overall network energy utilization. In other words, what is the quota of the energy consumed for the control overhead
with respect to the overall energy consumption. To address this concern, Fig, 17 depicts the network utilization in
contrast with the network size considering all aforementioned protocols. The network utilization (NU) is defined as

the proportion of the energy consumed in data transmission (£, ) to the total IoT network energy ( E, ), which is

expressed as: Erarsy  DNa Yas-

. M\lunl\ E ,_4
Enera® LR A\ (ovcm\\) 19}

=D
Cukitize 7 NT=TE

Among all protocols, our proposed protocol has the best network energy utilization. For instance and
considering the network size of 60 m x 120 m, the network utilization in the LiM-AHP-G-C protocol approaches
98% while in the other protocols, that are, COCA, UCR, and EA-CRP, it approaches 33.5 %, 38.4%, and 49.5%,
respectively. In a similar manner and considering the network size of 160 m x 320 m, it approaches 97%, 24%
31.25% and 32.09% for LiM-AHP-G-C, COCA, UCR, and EA-CRP protocols, respectively. From these results’
we can conclude that the control overhead in our proposed protocol is minimal. Furthermore, the scalability is
achieved as the network utilization, in our proposed protocol, is much less sensitive to any change in the network
size than others.

4.3.6 Simulation Scenario 6: Network Lifetime Opposite to Initial Energy

In this scenario and as shown in Fig. 18, the network lifespan, in terms of LND, opposite to the initial
energy is examined considering our proposed protocol and its counterparts, that are, COCA, UCR, and EA-CRP
The values of initial energy are 0.5, 1, 1.5, 2, 2.5, and 3J. It can be clearly noticed from this figure that the propose d
‘protocol surpasses the other protocols for all initial energy values considered. In addition, as the initial ener -
increases, the performance of all protocols gets bet'tcr )which is to be expected as the increase in the initial ener
reflects positively on the IoT network lifetime. Unlike its counterparts, the behavior of our proposed protocol has 3
superliner trend as the initial energy increases. In fact, the ideas or algorithms incorporated in our proposed protocol
make it novel and extremely attractive.
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Appendix A -
A.1 AHP Model Assumptions and Values

In this appendix, all assumptions and values belong to our AHP mode! are detailed. In particular, the matrix
A, which is discussed in (5) and represents pairwise comparisons between the three dimensions (i.e., the levels of
importance among the dimensions) chosen, is assumed, when referring to Table A.1, as

Erealt et 255 5
8 S O O R 1] Medeabely oy yigkad %—JéeA b
LT 02 0333 1) ovy > Q““;:"’ e
5 N Jo \ ] )
Utilizing (8), the 4,,, can be writtfn as LoD s\as ¥ ) Avs _l'fs:‘ ) ’:._.S: L
1 - 2 652D 06923 05556 Local, serakt wecke/
WSS Celamny e i .
y ~ =[02174 02308 03333 ]. (A2)

0.1304 0.0769 0.1111

<h N = P ;s,
Utilizing (A.2) on (7) yields the local-weight vector (6) as -

L 0 » Avs
RQow  &re2e  €=10 6334
> w=| 0.2605 |. (A3)
0.1061 | .

Multiplying (A.1) by (A.3) results in obtaining the weight sum vector, w,, as

19454 —3 A Vsl
w, =| 07897 |. WEL 2Ll ¥

" (A4)
0.3195

Substituting (A.3) and (A.4) into (12), we obtain

03345 BLI¢le | 3 G o
Lo = D) Ay )
TR =CUR PR I I -t
Table 43 » Veporbsact A deny sl SlGasdy ¥ - CH & L 2L

WD g e a8 5 kWS N W) o s\aze )l s *

S S YAl Dl sl dws

A B, vkt ) Bl cdhos 5 M A Vo) R
‘ SN s SR\ e sl v levr) v U
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FEPIN =
3.0714
W
> v e— Co=|30315| (A)
3.0113
Substituting (A.5) into (11) yields
. bimnsimJl a5 3 s Co B € 1=3.0381 (AG)
Substituting (A.6) into (10) provides R-m
CI=0.01904. (A7)

m-)

Consequently, substituting (A.7) into (9) and getting the R/ from Table A.2, we obtain

cl — CR=0.01904= 0328, » o-o-|

AL oo e E)_— . 0.5 WEEV fmporskasce N2

oY
ConS\'S\'M‘-\!:S (AS)

Referring to the consistency check constraint, illustrated previously, the one just obtained is within the
proposed range. Therefore, our assumptions concerning the levels of importance among dimensions chosen are
valid.

Table A.1. A pairwise comparison scale [41]

Scale of a; Interpretation

Equally important.
Moderately important.
Strongly more important,

Very Strongly more important.
Extremely important.

O~ W W

Table A.2. RI based on the number of dimensions [41]

Number of dimensions (m) RI
2 0

3 0.58
4 09
5 1.12
6 1.24
7 1.32
8 1.41
9 1.45
10 1.51

To find how the global-weight vector is obtained, let us assume that there is a cluster that consists of eight
nodes where their IDs, residual energy, distance to the fog node, and average distance among other cluster members

are all given in Table A.3. 4 Wl we=, Tale Ul

g nede o Cludves wais V)
- Table A.3. Cluster members’ energy and distances

Node ID Residual energy (J) | Distance to the fog node | Average distance among
' N (m) cluster members (m)
3 0.65 2.895 2.0234
5 0.559 - 1,956 1.0525
15 0.7 0.658 3.0652
0.61 0.9881 3.2081
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53 0.5 1.0351
91 0.57 3.0037
96 0.79 2.9750 3.0022
100 0.68 1.0058 2.5581

With reference to the third step of section 3.5 and the values of the three dimensions of all cluster members,
) can be obtained as

which are shown in Table A.3, the normalized version of the generated matrix B (i.€., B.om
W]

Nocmalized — —_—
Colams I\ E50%

nede3 [ 0.65 2895 2.0234) (0.128484 0.199302 0.104083)
a3 S 0559 1.965 1.0525| |0.110496 0135277 0.05414
w15 0.7 0.658 3.0652 0.138367 0.045299 0.157672
=normﬁzaﬁono ; 0.61 0.9881 3.2081| |0.120577 0.068024 0.165023 | (A9)

0.5 1.0351 1711 0.008834 0.07126 0.088013
0.57 3.0037 2.8198| | 0.11267 0.206785 0.145049
079 29750 3.0022| |0.156157 0.204809 0.154432
[ 0.68 1.0058 2.5581) (0.134414 0.069243 0.131587 )

Multiplying (A.9) by the local-weight vector, expressed in (A.3), results in having the following(global-weight

:
Oolnq\iu\ Jy Lab Lo 0.14434 — v s} ALY
‘ 011097 | (Mot o
Wk b or617| A &
| 011160 o gE
(8 x3) (3D =| 009050 | a»twt = ehomak Bo s &€ (A.10)
= (8D 014062 | B Coburs D 0!
0.16864 TR 3 SlSa 3 ¥
0.11713 d .
: 2 O @ Welgh

e B gL LH

ation that the control packet received from the fog node includes primarily all clusters’
orders with reference to their AHP global weights. Based on this and referring to the
global-weight vector of a cluster consists of eight nodes, as shown in (A.10), Table A.4 shows the portion of the
control packet belongs to this cluster. Consequently, each cluster member will be aware of the heads in each batch
For example, nodes 96 and 3 will serve as CH and LH, respectively, in the current batch, while nodes 91 and lOd
will serve as CH and LH, respectively, for the next batch and so forth. avy J & Pleg ¥V S 1) oy

It is noteworthy to me
members sorted in descending

TSV TPR (A TN S TR (LW o2 A s €% Ol Diy ) - 28T ) @ ppy A
Table A 4. Control packet portion belongs to eight nodes cluster 2
Node ID @ 5 15 8 53 91 96 100
Ciobal [ 0.14434 | 0.11097 | 0.11617 | 0.11160 | 0.09050 | 0.14062 [ 0.16864 | 0.11713
weights )
Node order 2 7 5 6 8 3 1 4
I » | !
LW Jx'u\\J A0 G el AN
N
E'e O
\'89, loo,, q] Prveh\ O b2) Ao D0 Jas b ( 036 (1) cw e s
1013 (2) LM
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Appendix B
B.1 Selecting Optimal Relaying Nodes

To comprehend the operation of

number of CHs (i.e., CH1, CH4, CH6, CH11, CH25, CH29, CH31
relay nodes to the fog node. Referring to this discussion of our gene
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genetic algorithm adopted in this paper, let us assume that we haye a
), which require to transmit their data via qptlmal
tic algorithm, the following steps are considered:

1) Each gene in the chromosome represents a CH along with its periiiissible rélay. node. as shown in Fig. B.1.
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Figure B.1. Initial population

2) Selects the fittest chromosomes from the initial population (i.¢., selects the chromosomes where the averages
of their genes’ fitness values stick within the boundaries). Figure B.2 shows the case where just four

chromosomes are selected.
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Figure B.2. Fittest chromosomes

3) Conducts a crossover function, based on the discrete technique, between the fittest parents where, for
example, the pattern of vector V [0 1 1 0 101] is chosen. Simply, the genes of the new children will be taken
from the first and second parents if the values of the corresponding vector’s index are 0 and 1, respectively,

as shown in Fig. B.3.
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Figure B.3. New children after performing a crossover among parents
e —

4) Performs a mutation function, utilizing the

example, the 4"

randoin resetting mutation method, among the children where, for
ene of each new child (chromosome) is mutated based on the list {LH8, LH25, LH27, LH9}

taking into{consideration the selection of one entry at a time in order, as shown in Fig. B.4.
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Figure B.4. New children after performing a mutation among children

5) Conducts another crossover functlon between the parents which is similar to the that performed earlier, as
shown in Fig. B.5.

Fxgure B.5. New c]uld after conductmg the second crossover

\

6) Obtains the optimal relay node

for each CH after perfon:mng genes’ mutation, similar to that performed in
step 4, as shown in Fig. B 6. ) :
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Flgure B.6. Optlmal reIay nodes for CHs or CLs
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where C, is the number of clusters in the network.

34  Sink Movement .
In thi k, the MS is proposed to move in a circular pattern with radius R,, and a constant angular velocity,
n this work,

ing that R.. is changed every number of rounds i/ depending on a quarter addition of the network radius to its prior
noting that i,

alue. After reaching three quarters of the network radius, R, will reversely follow the same forward trend. It is
el rthy to mention that the MS firstly broadcasts its initial position and ang'ular vel'ocity which will make it
no::;;?e fgr each sensor node to predict the sink's instantaneous position at any time. It is known that the angular
f:;ocny (e, radians/sec) is identified as the ratio of the change in angular rotation (A0, radians) to the change in time

(Ar,sec) To have it clearer, the new MS location, which is, for example, at position k ( P””z ) is being calculated as

follow: A leeive D) byed iy 35 ) ot Aaikal lecdbiaa
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where, P,,”0 refers to the initial position of MS, P’"k—l denotes for the last (previous) position of MS, and RT

represents the round time. At equation (4) and to use degrees instead of radians, we consider this known conversion,
namely, 360° = 27 rad or 1 rad = 18(° / 7r. To get started with this, we can initially assume, for instance, that the

(x 2nrad _ 2rrad _ nradJ

360° 8 4

ratio at equation (2) is 1. Hence, the result of equation (2) will be 45° or
D =L3() LY
3.5  CH Selection using PSO = 457 ﬁ;‘ N vo

In this part, the process of selecting the CHs is described as revealed in Figure 4. CH nodes aggregate the received

data from member nodes then forward them to the MS. As the nodes are randomly distributed, the selection of the

CHs is essential for minimizing the energy consumption [41]. The selection of CHs is more demandable in
homogeneous networks due the similarity in power for all nodes [42]. In this work, we use the PSO to find the best

CH for each cluster.
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1t is worth stating that the MS disseminates a HELLO message for all sensor nodes. This message involves the
related information of the MS, including the initial coordinate and the speed of the MS. Then, the nodes response with
a HELLO message contains the node’s ID, the node’s coordinates and the node’s energy, Based on that, the MS will
have information about all nodes and further all nodes will have information about the MS. After that and as mentioned

earlier, the MS starts the set-up state by dividing the network area into equal-sized clusters, distributing nodes among
them and the CHs get elected based on PSQO algorithm.

PSO [43] is a highly reputable optimization method and, in this work, used for selecting the most suitable node
in a cluster to operate as a CH. In fact, the PSO can facilitate the implementation, control parameters, and apply more
computational efficiency comparing with the other optimization algorithms. When initiating the process of PSO,
which is an iterative approach, each particle is deployed with a random position and velocity. In each iteration, the
particle finds its own personal best that is named “Pp,,..” and also the global best that is named “Gy,,”. To achieve
the Gaese SOlUtion, it uses its A, and Gy, with the objective of updating the position and velocity.

In our work and as mentioned earlier, the PSO algorithm aims to select the best CH in each cluster, as a sufficient
method to save energy and so to prolong the network lifetime. Thus, the distance from the nodes to the MS and the
residual energy of the nodes are taking into consideration. It is assumed that fitness function (F) represents the residual
energy of the sensor node along with the distance between the sensor node and the MS. Technically speaking, the PSO
contains a predetermined number of particles (v ,) named a swarm, as particle gives a potential solution. Each

including its position and its velacity, where the fitness function (F) evaluates the
quality of solution provided by each particle. The primary principle of PSO is to find the best particle’s positions with
the best result of fitness function (F). In more details, assume that f| is a function that expresses the distance between
a sensor node and the MS (D

particle F, has two parameters,

s ) - We need to maximize f| for optimal CH selection, thereby the distance between
anode and the MS is recommended to be as short as possible. Also, we assume that f, is a function which basically
refers to the ratio of node’s residual energy (E¢) to the node’s initial energy (E,o) bearing in mind that this ratio

should be maximized to achieve the optimum CH election. The two objective functions ( fi , fz

between the range of 0 and 1. Noting that, these two functions will be used to find the fitness fun
and the appropriate way is to maximize their linear combination. Ther
selection is as follows:

) are normalized
ction (F) in the PSO
efore, the optimal linear combination for CH

W iSe Loy ealiy L
Fivaws
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AN W BU By ) %
f2=ER/E-'a’ 0<f2 <1, _';S\(!}_.: g eactny o, | (7)

. C“
where R refers to the radius of the network and & denotes for a parameter that normalizes the combination of

fiand f, subjectto 0 <ex <I.

PSO algorithm is repetitive, where in the initialization stage of PSO, the nodes.in each.cluster gets arranged in a
matrix contains the 1D, position and the energy of the nodt_es. The::n the ﬁ?ness function (F) is computed based on the
matrix values. The node that has the maximum fitness funf:tlon (F)is conSId.ered as th; {.'r'?es_,. Thereafter, th_e algorithm
forms a fitness matrix of all nodes in the cluster.' Noting that, the particles are 1mt|ahzed' by allocating random
coordinates to the nodes. Every particle announces itself as a local or £, solution, and then it searches for the Gpest

solution. To find the Gp,s, Solution, during each iteration, every particle uses its own 5,,, and Gy, solution to
update its position and velocity in order to reach the Gp.q Solution, according to:
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Appendix A: CH Selection using PSO Example

In the initialization process of PSO, the nodes in each cluster get arranged in a matrix that ¢
initial position, the initial velocity, and the energy of the nodes. Every particle announces itself
it searches for the Gpese solution by calculating the fitness function (F), as mentioned previously i f
example, in cluster 1, as shown in Figure A.1, there are groups of 20 nodes. Therefore, we use];;ln €quationg 5.7 For
size of 20 particles, and the MS is situated in the position of (25, 25). Moreover, Tab]; A.2 sho . p‘ﬁ?deﬁned SWarm
including their 1D, position, residual energy, initial velocity, initial P,,,,,, and calculated‘ﬁtnes\::)a podes’ detajls,
5-7. However, Table A.1 represents the main parameters utilized in the PSO equations, bearin _ased.o;l = duations
parameters have been selected after conducting a massive number of simulations anzl sh gdm mind that thege
remarkable network performance enhancement. owed a noticeable gpg

ontains the ID, the
asa PPbests &ﬂd then

For clarity, suppose we compute the fitness function (F) of the first node, who ition i 3
is 0.373,‘and f2 15 0.26, referring to equations 6 and 7, respectively, detailed in subsecst?oﬁo; .l.;{OXc::o(rsd.iln’ 91'36)’ en f
on equation 35, Fy' = 0.633. The fitness of the remaining nodes is determined in a way that resembles tig ’ca?d baS-Ed
of'the i"lrst node’s fitness, as shown in Table A.2. Afterward, the G, solution is found based on the maxim:l Clgatlon
value (i.e., 0.639) between all nodes, in that case, node 13 is considered the initial Gy, (€., Gloep = 7,6365mGgmes,s
X ? esry‘

16.438).
Table A. 1. Equations parameters
)
)
S IJ;—‘A:-L: NFIE-Y o~ Symbol Definition Value
e et (P.Py) MS position (25,25)
R Radius of the network 100
a Normalization parameter 0.5
o Inertia weight 0.2
() Acceleration coefficient 0.4
() Acceleration coefficient 0.4
. T Random variables Generated randomly
e Qo0 rae
© Nedes
l:c\\ s\ Node Mooy b W) ¥
PYS D) e s

s s s ¥ 20 O\ o ok
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Figure A.1. Nodes distribution for cluster 1

Table A. 2. Initial cluster nodes’ details

Enion  ludia) Ewss .
Initial positions a E./ E’ Initial velocity Personal best Eltnlgﬁg
Node I P} P} s V2 v Pi prest | Py poest F
1 5.1 9.36 0.52 0 0 5.1 9.36 0.633
68.26 67.76 0.37 0 0 68.26 67.76 0.381
| S | -
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3 1.01 1.5 0.34 0 0 1.01 1.5 0.502
4 6192 | 46.58 0.37 0 0 61.92 46.58 0.471
5 7153 | 39.53 0.32 0 0 71.53 39.53 0.416
6 86.47 8.28 0.29 0 0 86.47 8.28 0.326
7 4.06 2.5 0.4 0 0 4.06 2.5 0.546
8 39.49 6.17 0.21 0 0 39.49 6.17 0.486
9 25.29 5.95 0.42 0 0 25.29 5.95 0.615
10 76.39 23.76 0.28 0 0 76.39 23.76 0.383
11 37.3452 | 2159 0.32 0 0 37.3452 | 21.59 0.596
12 90.8875 | 5.67 0.38 0 0 90.8875 5.67 0.347
7.6865 | 16.48 0.47 0 0 7.6865 16.48 0.639
14 9.8717 | 24.46 0.28 0 0 9.8717 24.46 0.564
15 11.8718 | 8.41 0.19 0 0 11.8718 8.41 0.489
16 11.1152 | 7.84 0.26 0 0 11.1152 7.84 0.520
17 792177 | 35.79 0.43 0 0 792177 | 35.79 0.439
18 24.6791 | 52.45 0.43 0 0 24.6791 52.45 0.578
19 49.1721 | 24.6 0.44 0 0 49.1721 24.6 0.599
20 143542 | 2.01 0.38 0 0 14.3542 2.01 0.563

As soon as the initialization phase ends, the PSO forms a fitness matrix of all nodes in the cluster at each iteration.
Noting that, the particles are initialized by assigning coordinates to the nodes. The fitness matrix consists of nineteen
columns as follows: F(col. 1) is the ID of the node, F(col. 2) and F(col. 3) are the current positions of a node on the
X-axis (Px" ), and y-axis (P;' ), in sequence. F(col. 4) indicates the ratio of the residual energy of a node to its initial
energy. However, the current velocity of a node on the x-axis (1 ), and y-axis (W} ) are represented in F{col. 5) and
F{col. 6), inarow. The P!  ppest and Pj_,, pese are the location of the current /2, solution of a node, and they are shown
in F(col. 7) and F(col 8). Interestingly, F(col. 9) is the fitness of the A, , solution proposed by the ID" node. F(col.
10) and F(col. 11) represent two generated random variables ( ry,r;). F(col. 12) and F(col. 13), which can be computed
referring to equations A.1 and A.2, are the updated velocities for the next iteration on x-axis Vi1 and y-axis (/).
However, the updated positions for the next iteration on the x-axis PH1 and y-axis (Pj“ ) are expressed in F(col. 14)
and F(col. 15), which can be computed referring to equations A.3 and A.4. F{col. 16) is the computed fineness after
update the positions of a node. In addition to that, F(col. 17) and F(col. 18) represent the updated 7, solution after
the comparison is made. In other words, if the F'(Pbest) = F**!(Pbest), then the F {(Pbest) remains the same
without change, otherwise, F!(Pbest) is updated to become the value of F #+1(ppest), which is clearly denoted in
F(col. 19), and then the algorithm searches now for the Gpeg: . It is worth mentioning that, in general, to find the Gy,
solution (i.e., the maximum value of F(col 19)), during each iteration, every particle uses its own /£, and Gpesy
solution to update its position and velocity in order to reach the Gpesr, Which are detailed in equations A.1-A.4, shown

below: oz, Global L= 743
Fleol, 12=axFfeol. 5)+e; < (col. 10)x(F(eol.7)-F col. z))+c2xF(coz.u)x(c_;:e_w-F(col. 2)) (A.1)
Fleol. 13)=wxF(col. 6)+c; xF(col. 10)x(F€ol.8)-F(eol. 3))+c;xF(col. 1) X(Gpog 1y-Ficol. 3) (A2)
Fleol. 14)=F(col. 2)+F(col. 12) (A3)
Fleol. 135)=F(col. 3)+ F{col. 13) (A4)

¢ Iteration 1:

To this point, we will start iteration 1, where the concept of particles arises. Every particle considers itself as the
best_ Pcrsonal solution and then it searches for the Gy, solution. It is noteworthy to mention that a new velocity and
f|‘.Zosmon for each particle is found for each iteration based on equations A.1-A.4. As a result, Table A.3 shows the

itness matrix at iteration 1. Referring to the entries of Table A.3, every node updates its velocities and positions based
:1;1 the previous velocities and positions. After that, the new fitness is computed. If the new fitness is lower than (or

e sam ion (i 1 : :
Pactia] :rlas)thof ;he ﬁtnf:l:s of t'hc ‘H::.'leu 'solutlon (e, F'(Pp,,,. ), then there will be no change in this solution.
Y, the Pppese Will remain as is (like the nodes 13 and 14). On the other hand, if the new computed fitness of
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Table A. 3. Updated (itness matrix at iteration |

?:\»ﬁ) Ol
gt Lk

; Initial Initial . N Updated Updated personal
Node | Initial positions Ex/E,, veltlxl:ity Personal best Fi(Pp, ) Random numbers | Updated velocities | Updated positions ﬁptness best i F(Pbest)
1D P} P} Ve | B | Pippest | P . poest| Y n T V2 5 PZ P? F? Pf pvest | Py poest
1 5.1 9.36 0.52 0 0 5.1 9.36 | C0.633) | 0.914 | 0.414 0.428 1.178 5.528 10.538 na39) S| 5.528 10.538 0.63?
2 68.26 | 6776 | 0.37 0 0 6826 | 6776 | 0.381 0.275 0.785 | -19.018 | -16.100 | 49242 | 51.660 0.505 49.242 51.660 0.50
3 1.01 15 0.34 0 0 1.01 1.5 0.502 0.279 0.373 0.997 2.237 2.007 3.737 0.513 2.007 3.737 0.513
4 6192 | 4658 | 037 0 0 6192 | 46.58 0.471 0.649 | 0.613 | -13.299 [ -7.381 48.621 | 39.199 0.547 48.621 39.199 0.547
5 7153 [ 3953 | 0.32 0 0 71.53 3953 | 0416 | 0210 | 0674 | -17210 | -6213 | 54320 | 33317 0.508 54,320 | 33.317 0.508
6 $6.47 8.28 0.29 0 0 86.47 8.28 0.326 | 0.038 | 0.148 4,673 0.486 81.797 8.766 0.350 81.797 8.766 0.350
7 4.06 2.5 0.4 0 0 4.06 2.5 0.546 | 0.579 | 0.200 0.290 1.119 4.350 3.619 0.551 4.350 3.619 0.551
I 8 13949 6.17 0.21 0 0 39.49 6.17 0.486 | 0.968 0.578 -7.350 2.383 32.140 8.553 0.515 32.140 8.553 0.515
| 9 172529 1 595 0.42 0 0 25.29 5.95 0.615 | 0.964 | 0.932 -6.562 3.925 18.728 9.875 0.628 18.728 9.875 0.628
{10 | 7639 | 2376 | 028 0 0 76.39 | 2376 | 0383 | 0.508 | 0.980 | -26.943 | -2.855 | 49.447 | 20.905 0.516 49.447 [ 20.905 0.516
L1t [373452 | 2159 | 032 0 0 1373452 | 2159 [ 0.596 | 0.820 | 0.199 -2.364 | -0.407 | 34982 [ 21.183 0.607 34.982 | 21.183 0.607
| 12 1908875 | 567 0.38 0 0 190.8875 | 5.67 0.347 | 0377 [ 0490 | -16.300 | 2.118 74.588 7.788 0.428 74.588 7.788 0.428
13 | 76865 | 1648 | 047 0 0 | 7.6865 | 1648 | -0.639 | 0353 | 0.751 0.000 0.000 7.687 16.480 0.639 7.687 16.480 0.639
|14 1 98717 | 2446 | 028 0 0 | 98717 | 24.46 ¥ (0.3564° | 0986 | 0.735 -0.643 -2.347 9.229 22.113 (0.560> 3 9.872 24.460 0.564
|15 1 nsns| sai 0.19 0 0 [ 118718 | 841 0.489 | 0.095 | 0.814 -1.362 2.627 10.509 | 11.037 0.494 10.509 11.037 0.494
16 | 111152 | 7.84 0.26 0 0 | 111152 [ 784 0.520 [ 0.865 | 0.841 -1.154 2.908 9.961 10.748 0.526 9.961 10.748 0.526
17 1792177 | 3579 | 0.43 0 | 0 792177 [ 3579 | 0439 | 0.048 | 0.191 -5.471 -1.477 | 73747 | 34.313 0.467 73.747 | 34313 0.467
18 1246791 [ 5245 | 043 0 ) 0 | 246791 | 5245 | 0.578 | 0.039 | 0.510 -3.467 | -7.339 [ 21212 | 45.111 0.613 21.212 | 45.111 0.613
dD | 491721 | 246 0.44 0 0 | 49.1721 | 246 0599 | 0656 | 0.773 | -12.825 [ -2.510 | 36347 | 22.090 0.661 36.347 | 22.090 0.661
20 143542 ] 2.01 0.38 0 | o [ 143542 1 201 0.563 | 0.235 | 0.043 -0.115 0.251 14.239 2.261 0.564 14.239 2.261 0.564
s Vibis Lo Gl 50 S A
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Table A. 4. Updated fitness matrix af jteration 2
Fitness
.. d rson.
Node | Current positions En/E, Current velocity Currcnbtezztersonal F%(Pp,. :}1{::1[;2:; Updated velocities Updated positions / After Up atebi sf’te sonal / —r
1D ° update
P2 P? VE 5 PZ pbest | P2 phest F? n L) V3 V| B | B [ | poest_| Py prese |
] 5528 | 10.538 | 0.52 0.428 1.178 5.528 10538 | 0.639 | 0.469 | 0.732 | 9.104 3616 | 14632 | 14.154 | 0.685 | 14.632 | 14154 | 0.685 |
2 49242 | 51660 | 037 | -19.018 | -16.100 | 49.242 | 51.660 | 0505 0.909 | 0.250 | -5.091 | -6.173 | 44.151 | 45.487 | 0.545 | 44.151 | 45.487 [ 0545 |
3 2.007 3.737 0.34 0.997 2.237 2.007 3737 | 0513 | 0.253 [ 0352 | 5.033 3031 | 7.040 | 6.768 | 0.542 | 7040 | 6768 | 0.542 |
4 48621 | 39.199 [ 037 [ -13.299 | -7.381 48.621 | 39.199 | 0.547 | 0.119 | 0.358 | -4.418 -3.927 | 44204 | 35272 | 0.576 |_44.204 | 35272 | 0.576 |
5 54320 | 33317 [ 032 | -17210 | -6.213 54.320 | 33.317 | 0.508 | 0492 | 0.690 | -8.400 -4.340 | 45920 | 28977 | 0.554 | 45920 | 28977 | 0.554 |
6 81.797 [ 8.766 029 | -4673 0.486 81797 | 8766 | 0350 | 0.694 | 0.874 | -16816 | 4.753 | 64.982 | 13519 | 0.437 | 64.982 | 13519 | 0.437 |
7 4.350 3.619 0.4 0.290 1.119 4350 3.619 0.551 | 0.069 | 0.806 | 10.378 6.181 | 14.728 | 9.800 | 0.608 [ 14728 | 9.300 | 0.608 |
8 32.140 | 8.553 021 [ -7.350 2.383 32.140 | 8.553 | 0.515 | 0.008 | 0.184 | -1.160 1.474 30.980 | 10.027 | 0.524 | 30.980 | 10.027 | 0524 |
9 18.728 | 9.875 042 | -6.562 3.925 18.728 9.875 | 0.628 | 0.948 | 0.243 | 0.403 1.975 19.131 | 11.850 | 0.638 | 19.131 | 11.850 | 0.638 |
10 49447 | 20905 | 0.28 | -26.943 | -2.855 | 49.447 20905 | 0.516 | 0.790 | 0.889 | -10.046 | -0.150 | 39.400 | 20.755 | 0.565 | 39.400 [ 20755 | 0365 |
11 34982 | 21.183 | 032 | 2364 | -0.407 | 34982 21.183 | 0.607 | 0.062 | 0.359 | -0.277 | 0.049 | 34.705 | 21.231 | 0608 | 34.705 | 21231 | 0608 |
12 74588 | 7.788 038 | -16.300 | 2118 74.588 7.788 | 0.428 | 0.014 | 0.012 | -3.450 0.495 71138 | 8282 | 0445 | 71.138 |_8282 | 0445 |
13 7.687 16480 | 0.47 0.000 0.000 7.687 16480 | 0.639 | 0.739 | 0.848 | 9.717 1.902 17.403 18382 | 0.685 | 17.403 | 18.382 | 0.685 |
14 9229 | 22113 | 028 | -0.643 | -2.347 9.872 | 24.460 [ 0.564 | 0.231 | 0371 | 3.953 -0.256 | 13.182 | 21.856 | 0.579 | 13.182 | 21856 | 0579 |
15 10509 | 11.037 | 0.19 | -1.362 2.627 10.509 | 11.037 | 0.494 | 0.848 | 0.214 | 1.941 1472 12451 | 12.509 | 0506 | 12.451 | 12.509 | 0506 |
16 9.961 10748 | 026 | -1.154 2.908 9.961 10.748 | 0.526 | 0.786 | 0.426 | 4.261 2.512 14222 | 13260 | 0550 | 14222 | 13.260 | 0550 |
17 73.747 | 34313 0.43 -5.471 -1.477 73747 | 34313 | 0.467 | 0.293 | 0.331 | -6.040 -1.912 67.707 | 32401 | 0.498 | 67.707 | 32.401 | 0.498 |
18 21212 | 45.111 | 043 | -3467 | 7339 | 21213 45.111 | 0613 | 0920 | 0406 | 1767 | -5.210 | 22.979 | 39901 0.640 | 22979 | 39901 | 0.640 |
19 36.347 | 22.090 | 044 | -12.825 | 2510 | 36347 22090 |-0.661 | 0.033 | 0.974 | -2.565 | -0.502 | 33.782 | 21388 0.673 | 33.782 | 21.588 | 0.673 |
20 14.239 2.261 0.38 -0.115 0.251 14.239 2.261 0.564 | 0.916 | 0.137 1.185 1.134 15424 | 3393 0.572 | 15424 | 3394 | 05727
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Abstract - Recently, the Internet of Things (IoT) is foreseen to[b(e a significant part of the future Internet. The
indispensable part of IoT is the Low-power and Lossy Network (LLN), which is required to connect plenty of
resource-constrained (e.g., power and memory) wireless devices. As a result, routing protocols play a vital role in
providing LLN components with the requisite interoperability capabilities. Because of this, the IETF announced
“that the IPv6 Routing Protocol for LLNs (i.e., RPL) is the rd routing protocol for IoT] Actually, RPL relies
on constructing a destination-oriented directed acyclic graph governed by a variety of routing metrics that help in
choosing the Objective Function (OF), which is liable for selecting the best preferred parent of each node which in
turn gets involved in the route establishment to the destination. In RPL, two OFs are commonly used, namely, OF
zero and minimum rank with hysteresis OF which use the metrics of hop count and expected transmission count,
respectively. In fact, establishing an OF based on a single metric has flaws or drawbacks, as it only benefits a few
IoT applications. To put it another way, the network lifetime is improved for a few IoT apps but degraded for the
majority, Therefore, developing an OF with a composite metric, which performs well across a broad range of IoT
domains, is very challenging and presently attracting the atten.tior.l of IoT researchers: In this article, we address the
challenge of using a single metric besides addressing the limitations of those works employed a composite metric

by putting forward a cross-layer design and accordingly developing a fu.zzy logic system that brings together four
count, energy consumption, latency, and received signal strength indicator as a new OF,

F. The simulation findings, acquired by the Cooja simulator, prove the effectiveness of
rms other existing studies concerning the packet delivery ratio, control
tion, and average hop count,

input metrics, namely, hop
abbreviated as FL-HELR-O
our new OF, which particularly outperfo
message overhead, latency, energy consump

Keywords: 1oT: LLN: RPL; OF; Fuzzy Logic; Efficient Energy; Network Lifetime

L. Introduction

IoT) has been the label of the new era of internet networking (Harb, et
al,, 2017). 10T is made up of a variety of physical devices, for example, sensors, vehicles, or even devices equipped
with microprocessors (Al-Fugaha, Guizani, Mohammadi, Aledhari, & Ayyash, 2015) (Darabkh, Zomot, Al-qudah,
& Khalifeh, 2022), The smart cities applications, such as healthcare,.military, waste management, air quality, noise
monitoring, and traffjc congestion, can all benefit from these devices (Kassab & Darabkh, 2020). This type of
networking authorizes devices to collect and interchange a colossal amount of data (Darabkh & Al-Jdayeh, 2019),
Additionally, the IoT network is connected to the real world via the mtegratpq with computer systems (Banh, et
al., 2016). In (Evans, 201 1), Cisco anticipated that there would be nearly 100 billion devices interconnected through

) Nowadays, the Internet of Things (
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10T by the year 2025 (Sturman, 2021), What is more, by 2025, Internet devices will have a substantial part iy

people's daily life (Darabkh, Kassab, & Khalifeh, 2020). o . .
and building effective and operable commercial devices, jt ;5

necessary to activate networks that are named Low-power and Lossy Netwqu (.LL,N) (g:::l:l‘]ti;c; I;}ll;.]c’ & Mezej
2011)*One of the paramount issues in LLNs is developing an efficient routing [;:0 ] a lsd 1es user and
application requirementsXThat is due to the severe characteri%tic;) O’jf;ttlheptr[;gssetshztf d:iegnci):;ﬁ:v};rc)eutir;;d;:;ndEll

issi - h, & Kemp, 2019). 1he e ; 0C0
short transmission range (Kharrufa, Al-Kashoas P 1o needs which were determined by IETF in 2009

for Low Power and Lossy Networks (RPL) refer to the rou 3 d industrial netw
through revealing application domains of building and home automation of urban and industrial ne orks. After
conditions are fulfilled by RPL. Interestingly, RPL focuses

several years, it is important to acknowledge that these con _
d b . more root nodes and all the other nodes. Actually, RPL

on creating highly efficient and stable routes between one or
is a proactive loop-free distance vector routi(ng’_gr%tg)col (Kim, Ko, Culler, & Paek, 2017).*1Mm5_a

* % [n developing markets, by way of designing

for selecting the preferred parent of a node (Cabone_( Brama, Accettura, Striccoli, & Boggia, 2014). As such, the
nodes continue the process of choosing the optimum route until reaching the destinatiori™ % »

In real-world systems, there are many regions of ambiguity or fuzziness, and the most effective methodto _
deal with this is to employ fuzzy logic, which is simple to implement and proven to be robust (Dimitroulis &
Alamaniotis, 2022). Therefore, we use in this work a type-1 fuizzy set (Mamdani & Assilian, 1975) to implementa
unique OF, taking into account that the exact membership function is decided by a variety of factors, including
extensive simulations based on trial-and-error techniques, existing literature, device datasheet, and application
requirements. Despite this, our improved version of RPL, which will be discussed shortly, is still susceptible to
disturbances, modeling errors, and other uncertainties found in real-world applications. Surprisingly, there have
been recent proposals or mechanisms for overcoming and effectively dealing with the aforementioned impairments
where interested readers may refer to (Zhang, et al., 2021) (Zhang, He, Stojanovic, & Luan, 2021) (Xin, etal., 2021
(Xu, Li, & Stojanovic, 2021) to explore mor'c details on this. - e O ;,',“q,)‘_y

1.1 Problem Definition and Aims ek F"““‘""g TN deles - T “Mia s
N A3 — 'Ho‘ Comelt )1/.:..:..:“
As already pointed out, RPL uses@f){:) select the best path to ;[ﬁ)‘()'[)\m:%ﬁ whereas there are two wide
oz, used OFs defined for the standard RPL. that are(OF Zero (OF0)YThubert. 2013) a; W
£w o FHysteresis OF (MRHOF)YGnawali & Levis. 2012) which use HC and ETX as routing metrics. respectivel
Actually, the OF0 and M'RHOF decide the best path to the destination through the preferreil glaer;::s(.)frtehe node. In
the case of OF0, the minimum hops are the OF. Even as the MRHOF’ the minimum ETX count across the path 18

the OF. Several studies reported that these OFs have manj' obstacles due to high en umption &
. ergy cons

unreliability of the link (Liu, Sheng, Yin, Ali, & Roggen, 2017) (Kim" ti

R'. Ak Qerfonnance)(Tnanlafyllqu, Sarlglanmd'ls,'& Lagkas, 2018) (Kharrufa, AL-Kq . egrading the overa g2
single metric has proved incompetence in improving the performance (';fRP shoash, & Kemp, 2019). g

Benamar, 2020). It is worth noting that both aforementioned OFs L (Ghaleb, et al., 2019) (Lamaelhese

patde I needs, the authors in (Kamgueu, Nataf, & Ndie Diotio, 2015) payeq :ﬁ;‘l:; afii:gk? metric. To comglz.\viF};t e
using a composite metric (1-£:

; L4 input metrics) instead of using one metric where these metri
A iy i Elrics can be combj rthy-
i at RPL has no guidelines on how to i ined to define a new OF. It is noteW?
ol ‘(,‘C to mention th 0 implement such 4 combination, )

c“:—; :i;"';, ' (% istent wi lication
™~ réquirements)(For instance, medical applications necessitate i be_consistent with the apP ==, .
meb/iS petwork lifetime )while MW-M%M delay and expandil e
’ reliability and so on. Nevertheless, .we'should make an adequate tr defﬁmenc and others are intended 10 'atT/iﬂ I
mind that the requirements of appllcatlons are frequem[y syticho ade-off -between the network aspects pearing !
the network load balancing may influence, in a negative way, the EIZed with each other, e.g., the enhancemen 1

) nd-to-end de| { e, our aiM
en\-\e—tn‘ Mlﬁj )\ Jh' _A..;J_J \2\ -‘\" f‘.&x_«\ \” APf % \\5 ¢ aY- [n llght Ofthe abOV ’
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4

; d discussed in
’S"c‘::;m“’ss the proposed protocol extensively, The conducted simulation results are P".cscmcd o
on>. Finally, Section 6 concludes our work and provides some useful future directions:

2. Overview o

_— . . y L OF
, This scc.uon discusses the molivation behind standardizing RPL, types of RPL control messages, RPL OFs,
and RPL operation, in sequence, LLN O\ =,

With the exponential growth of the routing protocols can no

X Internet and revolutipnary of loT, traditional " i~
::;nsg or Servea large number of added devices in LLNs. Thus, th/protocol stacks were stated by the IETF and IEEE
! S¢ _— ’

etling various layers® protocols, which are shown in Table 1 (lova, Picco, Istomin, & KiralYs
& Sivagurunathan, 2018

' ; )- One of the preeminent sgandards is the(IEEE 802.15.4) which represen
:11'1:12:):'1:\1;1;“1 OI‘R\-LS::: ;) LLNs and basically covcrmctwnrk_‘s PHY and data-link layers. rf'\(;i::ﬁ: ;:“I’)lz‘::sn‘:{
:\rc: Networks s \:"gf\‘-‘; with lljc Internet, the IETF has dcwscd' the 1P.v6 over Low-Powcl.on layer o permit
Ensor nodes to & t-.° I ))(Mornz & Lcrchc., 2013). This layer is considered as an adaptati k. Furthermore
i N d . - I.Valc .1 ICAII stac_:k and make it accessible to all devices connected to the network. 4 enables lh'-

1¢ adaptation layer makes it possible for the nodes to run routing protocols at the network layer and en -
launch of many applications by availing the end-to-end connectivity. Thus, the specifications of the 6L.0WPA. {
promote the working teams of ROLL to standardize RPL in 2012 (Winter, et al,, 2012). It is a proactive [Pv6
d‘lslance-veclor protocol designed for large networks with a huge number of active devices in dynamic and ]°§5)'
link networks (Sharma & Shukla, 20 14). Nevertheless, the objectives of designing the RPL are related to the routing
needs determined by IETF in 2009 through reflecting the application domains of building and home automation

(B.randt, Buron, & Porcu, 2010) of urban and industrial networks (Dohler, Watteyne, Winter, & Barthel, 2009),

(Pister, Thubert, Dwars, & Phinney, 2009), (Gubbi, Buyya, Marusic, & Palaniswami, 2013), Three types of traffic

flows are adopted by RPL, namely, Point to Point (P2P), Point to Multipoint (P2MP), and Multipoint to Point

(MP2P) (Sobral, Rodrigues, Rabélo, Al-Muhtadi, & Korotaev, 2019) (lova, Picco, Istomin, & Kiraly, 2016).

However, there are four types of RPL control messages which allow exchanging data between nodes in the DODAG

and are detailed as follows (Winter, et al., 2012): 043 20 ok 3 e D305 (Core ) DDAG idahnabinn gbjoch

SR baa) DI A ~

* ((DODAQ Information Solicitation (DIS}) which is fused to inquire a RPL node for a DIO) In particular. the
DIS message triggers the transmission of DIO since the node, that wants to join the DODAG. sends a DIS
message to the root. which in turn sends a DIO message that contains all information of this DODAG.
¢ DIO. which is considered the most momentous control message in RPL and specifically used to discover

and maintain_upward routes. which will be detailed shortly. It is initiated by a DODAG root_and

retransmitted in a broadcast style (by its neighbors using the trickle timer algorithm). Also. the DIO
message chooses a DODAG parent set and maintains the DODAG consistency. It carries information that
permits a node to explore a RPL instance and retrieves its configuration parameters, out of which instance

ID. version number, current rank, routing metrics, Objective Code Point (OCP). DODAG 1D.

e DODAG Advertisement Object (DAO). which is used to construct and maintain the downward routa.
which will be thoroughly explained quite soon. It is further utilized to broadeast the destination information
from the leaf (child) node upwards toward a DODAG root. In the non-storing mode. the DAO message

will be transmitted from a leaf node to a DODAG root. In contrast. the child node in the storing mode will

send a DAO message to the selected parent(s)/next hop instead.

e« DODAG advertisement object acknowledgment, which is transmitted as a unicast
receiver (a DAQ parent or DODAG root) in response to a unicast DAO messace.

The RPL OF identifies how the nodes select the routes alone the DODAG. Besides, it enables the nodes 10
divert a set of metrics and constraints into a sinuk_e value named "rank". which specifies how far a node is from a
DODAG root (i.e.. the closer, the lower). Interestingly, the rank of a node _is mainly computed m
of the preferred parent to the rm1k—inc'rcase or step. Morcover, l!le OF assists nodes in determining thejr parents.
This can be accomplished by configuring thx.: DIO messages, which ?nclose the advertised metrics and constraints
therein (Thubert, 2012). Each RPL instance is associated with a specified OF.

Some LS bl g1 ) DY Sdz DV DY 4 Bl vuRet W o DoDig ) 4
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Table 1: IETF standardization for the IPv6 protocol stacks

Layer Protocol (s)
Application Layer CoAP
Transport Layer unp
Network Layer IPVGI ETF R]’[](:MP
Adaption Layer 6LoWPAN
MAC Layer IEEE 802.15.4 MAC
PHY Layer IEEE 802.15.4 PI1Y

2.1 RPL Operations

The DODAG has one path from each single leaf node to the root. This is achieved by selecting the

appropriate OF, constraints, and metrics to ultimately define the routing topology. As soon as the DODAG is built,
there are many roles that nodes may act in the network: 1) Root nodes, which are the roots of the graph and
particularly those connected to the Internet or any outer infrastructure, 2) Router nodes, which are located between
roots and leaf nodes and particularly used to forward traffic towards the roots, and 3) Leaf nodes, which are placed
at the edges of the graph and cannot be used to send or forward traffic. RPL has a proactive route discovery and
topology construction mechanism by transmitting a periodic DIO message, which is controlled by the trickle timer
algorithm that manages its transmission rate (Levis, Clausen, Hui, Gnawali, & Ko, 201 1). The DODAG's
construction is initiated by the root node. The construction phase can be done in both directions, upward and
downward routes, as follows:

Upward Route: In RPL and for data transmission purposes, a graph (DODAG) is created to find the best
path from each node to a DODAG root. Referring to the DIO format, discussed earlier, it is important to
remember that the PRL instance ID is a network-wide identifier bearing in mind that DODAGs with the
same RPL instance ID have the same OF. The RPL instance. on the other hand. is a collection of one or
more DODAGs that have a RPL instance ID. In a RPL instance, a RPL node can only belong to one
DODAG. In fact, each RPL instance runs on its own and is unaffected by the actions of other RPL
instances. A DODAG root's identification is called a DODAG ID which is unique for every RPL instance.
Importantlv, a DODAG is identified by the entry (RPL instance ID. DODAG ID). However. a DODAG
version number is somehow a counter that is increased by the rool Lo eenerate a new version of a DODAG.
As aresult, a DODAG version is a certain iteration ("version") of a DODAG with a specific DODAG ID.
Essentially, the entry (RPL instance 1D, DODAG 1D, DODAG version number) distinctively identifies a
DODAG version. Initially, a DODAG root broadcasts a DIO message to its neiehbors which in turn verify
its originality utilizing the fields of parent 1D and DODAG version. In other words, if it was received for
the first time, then the receiving node will perform the following steps in sequence. Firstly, it will add the

transmilting node (i.e., the node from which it received the DIO message) to its parent list. Secondly. it
'will gompule its rank, which is based on an OF. Lastly. it will update the DIO message, for example,
serting its rank, and accordingly broadcast it to its neighbors. Surprisingly, if this node received the same
DIO message but from a different neighbor, then it will compute its new rank and if it is found to be higher
than that mentioned earlier (i.e.. when being received from the first parent). then it will neither update nor
broadcast the DIO message. In contrast, it will update and broadcast the DIO message to its neighbor if its
new rank was lower than that of the first parent. Regardless of the above cases, this node will add any node
from which it received a DIO message to its parent list. This process will proceed until reaching the leaf
node. Except for the leaf nodes, each node transmits periodic DIO messages to its neichbors to keep

CamScanner


https://digital-camscanner.onelink.me/P3GL/g26ffx3k

)- afo QeL——
' MAQof -l

Ll ZannsS comes e \o N tigwhoed NN cau 1O N

el

(L IV de ) igar 5pe S)

- 0 -

R w?hck

1 2 ‘}\:\\- Wi de  Jedes jo <01 [\_h,‘;#/ I\ Guy N ALS S ¥
. g\;\\ Frx O\ Pa \=x
ea, et v plo (ETK Rediag Meks )
- o Pouin PAN - : 9. y £1x

BT D VP ¥ P Y

o COAD L W 1V | PPN E-S..u.‘p'l

Ml CCA P A\ ow Al WY

h;_‘jo SV .‘q.__.\.)\ &“‘\‘J‘A

.\ L;;) ;\ Sy ({‘l\ _“

BPL . aesio D s\an Y\ DD e

sk uace - e

SENESESESESECEN RS BB I I I i e i

7

/’f_—‘u_“’g_hltqn-!( oS o Mebse I 2 o .-a L\ = O 5 WP » SN B | *_a‘."‘
= [

o) e LI'L Pared e -



https://digital-camscanner.onelink.me/P3GL/g26ffx3k

Rosr N (e \.J.\,# Dy 2l £

Pateat DV sun il Lol P e 3),0) D Zan e I UPady I 1 =
&

Let I\ o Cae oo Quendwl  2lC 15 \oaz. QAo Il x5

Upant Poisk Lo ralbipaink Pt -
Founw /¥ Nu”-fpm'/& teo q_Dm'A.\’ <

AN

L ot seMp o Ak o Dhe ) ) PPS WUt I § PETEL) S

\
AT

-~
LAk el R N de, AN S ekl las Sassee ) @ Reske s <
Do 3 2k lo DRy Y L1 <
#
-C
2> ooy N o EeeY V) \'.;E._\_ 6. '06__‘. s P Nale Lemie A E 14 3 DIS} <
o\ Pavn lany e Din AR [~
e
T
Cnrarars POTvA Y AW L.S:_ Q?\. Jl ‘\E
DeDAT fednees X
v
ol 08 Uniawa L\ LY - \PVb “— D’DAG P 'El-
€
[ S NP W R PGP W V27 31 W L S\ PR Do e woe 3 oS sd Laol Repizis ¢
(
t/l‘\‘. -__” l...i'r‘ \.’.-\i" \llls\ll V\'.A-\Li./ )\ "ZL.—A.L}Q‘ .' - & m—‘j—_ - ‘Lﬂh‘l’ _l’ "-'-—’“ (VA | G’llL\\ ﬂJ_‘,\'\/ ]
Dapﬁq Ueson 4 quuﬁ 1P i fa i nl.;_}\_-\a[ (AN )\.J AREN | i %o
| G e - : =

1
RPL  iashence 1D DoDAE 1D DaDAG vessisa  nubes

Erﬁd’«\t L\W _)l *

3 A ; L ¢

-

v NS \fa\_n)\ C—‘A ) ,5-‘;_-’ ‘ll:%_h.‘-»h‘-\"")_;.\ QPG\J\ A \'J\rgléq Dt\'q Flf\.u!)

| 1 | | | | ! | | | | | | i ) : |

CamScanner


https://digital-camscanner.onelink.me/P3GL/g26ffx3k

dtom
petter. However when the netwgorj i

DODAG alive. The trickle ti
e minimum (Oliveira & Vazaq

network stable controls the fr

gOES TOW2 er, the network st
>oes lower and lower then the ‘
. als of D10 _messa res ar

inconsistent, then the interv o
2016). w Applications that require

e Downward Route: To create downward routes - optional reature. AC ally, the RPL allows b
O messages as S oh RPL instance supporting o,

P2P or P2MP communication can use DAOm ~toring, wit
two modes of downward traffic, that are, storing :ilr}d Zt(;ndse stina%ion ‘< on the upward route, P2P packe
of these modes. In both modes, and unless the ultim e o the final Sestination. In contrast, the packe;

rimarily proceed up toward a DODAG root and thc.n ‘ “roring situation. Before reachi
\q’ill progcgd all the way to a DODAG root before going down 1n t(l;e Itj'ontistt)n mgay direct the packet do:]m
a DODAG root, a shared ancestor (parent) of the source and destina
towards the destination in the storing scenario. g
« Loop Avoidance and Detection: Within the same DODAG version,

i i inereasing ¢ o . which controls

avoidance algorithm, such as increasing a node's rank, whic ' . ‘
< . i i nt along wit !

araph. This is accomplished by utilizing the RPL packet information (header) that Is s¢ g with data

is indi i tibili een |
packets, which includes the transmitter’s rank. A probable loop1s mdxcate_d by an anzfgs:a :li?fol;e;“;en ‘
the routing decision for a packet (upward or downward) and the rank relationship betv p odes, |

|

¥ 3 |

A node initiates a local repair operation when it receives such a packet. For instance, suppose aknol:le gets |
a packet that is marked as traveling upward. If the transmitter of that packet has a lower rank than the |
deduce that the packet has not advanced upward and that the |

receiving node, then the receiving node can ¢ -
DODAG is inconsistent. Therefore, the receiving node initiates a local repair operation. .
o Route Repair: The RPL uses route repair when inconsistencies emerged, such as loop detection or link |

failure. Local repair focuses on repairing faults without reconstructing the DODAG from the ground up.

Choosing a new parent for a node that has lost connections with its previous parent is an example of such ‘
a repair. On the other hand. global repair is a repair mechanism that rebuilds the DODAG from scratch. ‘
Actuallv. increasing or incrementing the DODAG version number indicates that a DODAG root initiates
a olobal repair procedure. thereby initiating a new DODAG version. When local repairs do not produce ‘
the best results or optimal solutions. global repair is necessary. The DODAG diverges from its ideal |
condition each time a local repair is performed. Global repair re-optimizes the topology, but it comes ata |
price regarding the network performance because the DODAG must be computed again, increasing the I
control overhead. As the DODAG is rebuilt from scratch, the positions of the nodes in the new DODAG '

version might be different from those of the old DODAG version. Therefore, nodes® ranks may vary as |
)

\e RPL utilizes an efficient loop
a node's movement through the

well.
e Data Forwarding: The RPL maintains three types of communications: P2P, P2MP, and MP2P. which is ‘

considered as a dominant traffic flow in many LLN applications. This can be done via building and
sustaining upward and downward routes.

P b —

3. Related Works

In this section, we reviewed the state-of-the-art research carried on designing new OF to enhance RPL
performance. As stated earlier, the OF in RPL is responsible for selecting and specifying the preferred parent and/or
the best path to reach the DODAG root. However, suggesting an adequate OF in LLNs presents aI::onsiderable
cha.llenge. Due to the requirements of IoT applications, the performance of LLNs is restricted in terms of the packet [
F!elwery ratio, end-to-end delay, efficient energy, and stability of the network. Most of the available literatu[;c has |
|nve§tigated the effective or influential elements in routing formation, involving the control message overhead, link
quality estimations, and residual energy. It has been demonstrated that the incorporation of the dominant factors
can result in a trade-off in the network performance. As a matter of fact, OF may be a single metric such as ETX, '
HC, energy, ora composite metric. The scrutiny of the prior studies clarified that the OFs that are based on a singlc; '
metric have inadequacies. Nowadays, the tendency of research on the improvement of RPL OF goes toward |
combining several metrics based on their impact on the network and application needs.
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The authors in (Abreu, Ricardo, & Mendes, 2014) introducc::d the E.nergy'-AwaFe Objective Function
(EAOF) in which a solution to improve the network’s reliability and lif.etlme of: blome_dlcal wwe]ess.sensor networks
is proposed. In EAOF, smaller nodes are required to v‘vor.k.for long time periods 'w1thout human interference egnd
provide, at the same time, convenient levels for both reliability and Quality of Service (QoS). The proposed SOIUIIO}’I
uses the ETX and residual energy as routing metrics, on each sensor node, to calculate the optimal routes to transmit
data packets across the network. Experiment results demonstrated that the suggested approach extends the network
lifetime and reduces the energy consumption. Employing fuzzy logic is another design for OF. There is a solution
proposed in (Kamgueu, Nataf, & Ndie Djotio, 2015) that utilizes the fuzzy inference system to combine the
following routing metrics: ETX, delay, and residual energy of the node, into one single value (quality), to improve
QoS and lower energy usage. A real sensor network is deployed over the indoor environment to evaluate the metric.
In the proposed approach, the node’s rank is obtained by attaining the sum of the preferred parent’s rank with
respective estimated quality. The obtained results exhibited that the proposed protocol enhanced the network
performance in terms of the end-to-end delay, packet loss ratio, routing stability, and energy consumption.

Prolonging the network lifetime and increasing the throughput are the aims of the Sink-to-Sink Coordination
Framework (SSCF), which was introduced in (Khan, Lodhi, Rehman, Khan, & Hussain, 2016). Furthermore, in
SSCF, the network status seen at a sink is exchanged with its neighboring sinks utilizing the periodic route
maintenance messages, issued by RPL. SSCF works through specifying the syntax and semantics of any exchange
in the network parameters between sink nodes. To fulfill the throughput optimization, the sink nodes in SSCF set
their network size for better load balancing. The simulation findings proved that the new approach improves the
throughput, as well as alleviates the energy consumption, therefore, SSCF prolongs the network lifetime. Besides,
the packet delivery ratio is increased.

The Objective Function Fuzzy Logic (OF-FL) was designed in (Gaddour, Koubaa, Baccour, & Abid, 2014).

The fuzzy system's parameters are used by this OF to generate customized routing decisions based on certain routing
metrics. In OF-FL, choosing the best paths to the destination depends on the application requirements. OF-FL
handles the fuzzy logic system to utilize the following link and node routing metrics: end-to-end delay, HC, ETX,
and the level of battery energy. The preferred parent is defined as a set of IF-THEN rules that take into account all
four linguistic variables. The fuzzy rules are estimated so that the association of the neighbor in the fuzzy subsets
of neighbors is reverted to the best qualities. The preferred parent is the neighbor with the best quality. The proposed
scheme has been proven, by the simulations, to have a significant improvement in the performance in terms of the
network lifetime, end-to-end delay, and packet loss ratio. Additionally, OF-FL has been designed with only minimal
add-ons, to make it compatible with the native RPL. Another point of strength, in this approach, is that it supports
several simultaneous applications with antagonistic requirements. On the other hand, the weaknesses of this
approach lie in the fact that OF-FL was not applied in heterogeneous networks, where diverse applications are
deployed, besides the increase in the memory usage in return to fuzzy logic implementation.

The authors in (Araiijo, et al., 2018) proposed a new design to select routes using a fuzzy logic system,
named, Delivery Quality and Context-Aware Objective Functions (DQCA-OF). Four OFs are proposed and
particularly selected dynamically based on context information. OFs are generated from the amalgamation of the
following routing metrics: ETX, HC, and consumed energy. Moreover, DQCA-OF considers route classifier based
on a fuzzy logic system, by approximating the degree of quality of the routes. The route classifier operates as input
to the values designated to the routing metrics, guaranteeing consistency in decision-making within the routing
process. The simulation results shown that DQCA-OF outperforms other protocols since it provides high reliability,
reduces the end-to-end delay for data delivery, and improves the QoS of the network. Besides, it shortens the energy
consumption, subsequently, the network lifetime is extended.

_ A different OF was introduced in (Gozuacik & Oktug, 2015), which is named as Parent-Aware Objective
Function (PAOF). It aims at achieving a load-balanced network. PAOF uses both ETX and parents’ count (i.e.
'number of node’s candidate parents) as routing metrics to find the optimal route toward the DODAG route. Also,
it performs the preferred parent selection and rank’s computing. The acquired results indicated that the propose(,i
OF outperforms other OFs by achieving a superior parent load density, end-to-end delay, and parents’ change. In
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The nodes are randomly distributed in an open environment and exchange their data in a radio environment,

namely, Unit Disk Graph Medium (UDGM).
Each DODAG root has a unique DODAG ID and instance ID with no restriction on its energy.

Each node has a unique IPv6 address, limited power, and constrained memory.

All nodes have the same initial energy.
All original RPL configuration parameters’ default values are considered in the improved one.

4.2 Cross-layer Design Considered

The concept of cross-layer design relies basically on sharing information or variables between layers. It
aims at achieving the efficient use of network parameters besides boosting the performance of the network.
Referring to the preceding discussion regarding RPL challenges, it is essential to employ a cross-layer design
knowing that the RPL is compatible with IEEE 802.15.4 MAC and IEEE 802.15.4 PHY. The network’s QoS is
affected by the layers’ parameters, which have noticeable influences on the link reliability and energy consumption.
Accordingly, choosing low or down layer parameters and then combining them in a composite metric for building
a new OF is so advantageous and specifically boosts the selection process of the preferred nodes’ parents which
will consequently have a positive influence on the network performance. In our proposed work, RSSI and EC are
IEEE 802.15.4 PYH layer parameters while the latency metric is an IEEE 802.15.4 MAC layer parameter. The HC

is a network layer parameter.

4.3 Metrics of interest

Our novel FL-HELR-OF is developed taking into account improving very affecting dimensions. Firstly, the
energy efficiency, where the best route is chosen based on the nodes that have less energy consumption, prolonging
the network lifetime. That is done by getting the IEEE 802.15.4 PYH EC parameter involved in our composite
metric. Secondly, the reliability, where the best route is said to be reliable if the highest packet delivery ratio is
achieved therein. Due to having various environmental conditions, which certainly influence the ToT networks, such
as cross-link interferences, large moving objects, weather status, the need for going with the links with the best
quality is believed to be in high demand. In FL-HELR-OF, the reliability is considered through getting the important
link estimators involved, namely, RSSI. Lastly, real-time delivery, which is an important dimension in loT
networks, especially for applications that require real-time measurements, such as medical and smart city
applications. This dimension is considered in our FL-HELR-OF through having the latency metric involved.

In light of the above, the following demonstrates the mathematical aspects related to the metrics used.

« Hop count, which is a network (layer 3), node (topology), and software-based link estimation metric. HC
indicates the number of hops required from the sender node until reaching the destination or the DODAG
root. Based on that, the preferred parent is the one that has the minimum hop count. The DODAG root has
usually zero hop count. On the other hand, the HC of other nodes is found by counting the number of hops
between the sender and destination. Referring to the datasheet of Contiki, the range of HC is [1, 7].

e Energy consumption, which is a node-based metric and PHY layer parameter. It represents the energy
consumed by nodes due to not only their communications over the network but also their local computations
(CPU processing). According to the Contiki motes datasheet, the node's energy range is [0, 250] mJ.

The energy consumed during the communication (i.e., transmission and receiving modes) is calculated as
follows (Lamaazi & Benamar, 2018):

EC. comm ()= (7, % 20mA)+(T, x22mA) 3. M
RTIMER_ARCH _SECOND
Crnstrant « - -

wll\?re, Tx refer_s to thf: number of ticks the radio has been in "transmit" mode. 7r indicates the number of ticks the
radio has been in receive mode (listen). RTIMER_ARCH_SECOND represents a Contiki constant, which has a value

of 32768 ticks per second.
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In addition, the S7E co:sitates several CPU calculations, 15 computed as (Lamaazi & mar, 2018).

fuzzy logic system proposed nece )
J) B \re2 ~ Ty X2 <3, .
N 8 Bl EC_CPU (m)=TrrgR_ARCH _SECOND )
Ravy)
in "active" mode.

where. Tepu represents the num Loyl
P ies consume a

In our proposed work, the EC metric is de f ezifff:eigy consumgd as“?:;; along

the path to the DODAG root. In other words, the E no i nodesulocated - th’e e ulateg

in the aforementioned equations, but also the amount of ener ya path towards

the destination (DODAG root).
metric. It indicates the assessed time to transmit a packet

« Latency, which is a MAC (layer 2) link-based _ : 3 .
from the source and receive it by the destination. The latency metric, mea§ured in ms, 15 the summation of
a cumulative metric). It is good to mention

all nodes’ latencies along the path to the DODAG root (i.e., it is _
that the value of this metric relies primarily on the simulation environment parameters and particularly the

network size. In fact, there is nothing available in the Cooja simulator to measure the latency in RPL. It is
and thinking of the code’s implementer or RPL designer.
In our work, we code the latency so that it includes the time from the DIO is launched from the sender
(DODAG root) until it reaches the destination, which is the most common rationale of RPL designers,
(l:onsidering the simulation environment, which will be discussed shortly, and after conducting massive
simulations, we found out that there is an upper bound for the latency, which is 2 seconds. The latency is

ber of ticks the CPU has been

fined as the summation 0
C metric adds not only a
gy consumed b

calculated as follows: (Zom JUL Puent 15 Y\ P8 & A
& . CAN) ‘_'E) o “)n)
Yok mebrie 3L gl 0 4 A /—\—.—b )
zé S \s: . Latency (n)={EMMc);§I??SLf;:nzn;p'} q padéer nery 54 (3)
245 o @ ETH Al VS Sw ' ° Mreise  Sudss.
where, d i i indi
. B 1 and P refer to the node and its parent, respectively. Latency,_,p indicates the latency from a node n to its
parent.
e D &¥
e RSSI, which is a hardware-based Jink i i i :
30 = R e ooy rocctving _1:= estimator anfi PHY (layer 1) metric. It is adjusted internally by the
2 iving the packet from a particular node. It is used to regulate the volume of radio

energy received in a given channel. It is good to state that the RSSI is measured right after receiving the

ay O 3 . . .
{—ri_rod » 0L~ packet. Therefore, it has nothing with the packets’ losses. In Contiki, the "PACKETBUF ATTR RSST
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variable, from the packet buffer file, is used to read the RSS
D U s I value. i i
A gonull[u, obtammg’ the correct value of RSSI requires adding an O?fs‘ttcch{figgvﬁ:x fiaizsh;et of m(ti)t(eys,ln
. sually, lhc'a RSSI’s range is bet.wcen [-100, -50] dBm where higher values of I’{SSI d e e ?atl)?'
inks and vice versa. The RSSI is computed as shown in equation (4) (Urama Fotoul:;]c:;e;.htfdl;?rf';e;gl 76)
] s aul, =

bearing in mind that it is calculated u ivi
pon receiving on c ‘i
average RSSI should be considered. g one packet. When receiving a bundle of packets, the

RSS[Tru: value = RSSIlaslpnclm received T (_ 45) . 5 (4)
4.4 Fuzzy Logic Design S e

’ Our goal in this work is to propose a novel OF that su inati
;geti:ci: prov?g its efficiency in selecting the preferred parentrif;fis;;(Q?E:z;zaa:::tpggi.nzﬁg: m;) ;{ISEO% o
mﬁltipleci‘r)]:-c:t :::; glr:; c>ft the t‘)eStl solutions tq combine several metrics. The process of fuzzy cljogic is; tohzoﬁlzzy
L A e that. ¢ ;:no ? sing le output variable. In our case, there are four input metrics, e.g., HC, EC latnvelt
s s , g fuzzy logic process will !Je considered, which ends up in having a si , 1 e
gl s quality. Figure 1 explains the essential steps of the fuzzy logic design of o%n' FLn%I?EE‘};tpSt’ whic
- -OF.
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Figure 1: Architecture of fuzzy logic process in FL-HELR-OF
4.4.1. Fuzzification procedure

The process of allocating numerical input variables to fuzzy sets with some degree of membership is
known as fuzzification. The fuzzification technique is demonstrated in the following sub-sections.

A. Linguistic variables (fuzzy sets)

The linguistic variable is a variable in which the values are words rather than numbers. Each input metric
has three fuzzy sets in FL-HELR-OF, while the output variable has eight fuzzy sets. The following are further
details:

i.  Fuzzifying the HC input variable. The fuzzy sets of HC input metric have three linguistic names,
namely, "Close", "Near", and "Far". Table 2 presents the fuzzy sets along with their ranges, besides

the membership function of this metric. ey Conek ¢ VORI R
2

Table 2 : Linguistic variable and fuzzy sets of HC input metric ko el e ¥

S ¥ s i‘f’iv ' (Fuzzy sep) | Fuzzy set range | Membership function fegtiag ool el

. @ Close 0-2 R — function <\
Near 1-4 Trapezoidal — function | © =% <l Lo Las) o, oyl *
: =4 b
Fat 3-1 L - function e eV Biten! Hlen i

ii.  Fuzzifying the EC input variable. The three linguistic names for the fuzzy sets of EC input metric
are "Low," "Average," and "High." In addition to the membership function of this metric, Table 3

illustrates the fuzzy sets and their ranges.
6«4/ 2 Cl'n"n wef e

Table 3: Linguistic variable and fuzzy sets of E_glnput metric farses T U o
Fuzzy set | Fuzzy set range (mJ) | Membership function
Low 0-100 R — function L it N J\'-.' Your !'
Average 50-200 Trapezoidal — function
High 150 -250 L - function c"\\)\l}j N sas pis e L_.. 1y &
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iii.  Fuzzifying the latency input variable. The fuzzy sets of latency input metric have three linguigg;

names, which are, "Short", "Average", and "Long".

membership function of this metric, are synopsized in Table 4.

l-"‘\feﬂ-b Table 4: Linguistic variable and fuzzy sets of latency input metric
- Son (Fe Wor e DL AL Fuzzy set | Fuzzy set range (ms) | Membership function
_ Short 0-800 R — function
Rl Average 400 - 1600 Trapezoidal — function
Long 1200 - 2000 L - function
—

The fuzzy sets, their ranges, including th:

iv.  Fuzzifying the RSSI input variable. The three linguistic labels for the fuzzy sets of RSSI inpy
metric are "Connected," "Transitioning," and "Disconnected." The fuzzy sets, their ranges, and the
membership function of this metric are all shown in Table 5.

Q551 Table 5: Linguistic variable and fuzzy sets of RSSI input metric
C”u.:_\'wkj YU Qs i@ Fuzzy set Fuzzy set range (dBm) | Membership function
o\s. A2\ v 8 W u Conn'ef:te(? (-50)— (-75) R-. function .
’ o = Transitioning (-65) - (-95) Trapezoidal — function
+ 20 0S¢ 3 MDisconnected (-85) - (- 100) L - function

v.  Fuzzifying the quality of neighbor output variable. The fuzzy sets of the quality of neighbor output
comprise eight linguistic names, which are, "dwful", "Low Bad", "Bad", "Reasonable”, "Average",
"Good", "Very Good", and "Excellent". Table 6 shows the fuzzy sets, their ranges, together with the
membership function of this metric.

g “\'\“\'qgl s \_5,‘ QM\'\\) Table 6: Linguistic variable and fuzzy sets of Quality output metric

Jl Fany S ) sa)uvee Fuzzy set Fuzzy set range | Membership function
' oy LY Awful 0-20 Triangle — function
Low Bad 10-30 Triangle — function
Unl- WY b Bad 20-40 Triangle ~ function
Reasonable 30-50 Triangle - function
FER S ,olls ‘;w-n; Sk Jad) Average 40-60 Triangle - function
.\ Good 50-70 Triangle - function
Very Good 60— 80 Triangle - function
Excellent 70;L_£9 Triangle - function

Y R
B. Membership func?fang e

The membership function encourages graphic representation of the fuzzy set. The degree of membershi|
falls between 0 and 1. A variety of factors influence the choice of membership function, including massive an
lengthy simulations that rely on trial-and-error procedures, prior literature, application requirements, as well &
device datasheets. The Trapezoidal function is chosen for the input metrics of our design since it is brOfidll
implemented in fuzzy logic (Brule, 1985). Furthermore, there are two special functions used, which are derive
from the Trapezoidal function, namely, R-functions and L-functions. In addition, the Triangle-function. is anothe
commonly utilized function. In our design, it is applied to the variable's output. Figures (2 — 5) point out t
membership functions of the four-input metrics whereas Figure 6 displays the membership function of the qllfﬂlr
output variable. The equations (5- 16) exhibits thorough membership function computations for the four-inp*

metrics.
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Tip: The definitions of the most commonly used Fuzzy Jogic_membership

functions are as follows:

Trapezoidal (x; a, b, ¢, d) = 1

x<aor x>d
a<x<bh
b<x<c
c<x<d

x>d
c<x<d

x<c

x<a
a<x<bh

x>Db

a<x<b

b<x<c

otherwise

(D)

)

3)

(4)
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o The membership function of HC input metric:
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Figure 2: Membership functions of the HC input metric
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* The membership function of EC input metric:
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Figure 3: Membership functions of the EC input metric

CamScanner


https://digital-camscanner.onelink.me/P3GL/g26ffx3k

Ve 21svae )
€c

L

Low (EC) ={————=~

Average (EC) =11,

High(EC) =1

EC -50
100-50"

200- EC
200-150°

EC-130
200-150"
1,

14

EC <50,
50< EC <100,
EC >100.
EC <50,
50< EC <100,
100 £ EC <150,
150 < EC < 200,
EC >200.
EC <150,
150 < EC <200,
EC > 200.

e The membership function of latency input metric:
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Figure 4: Membership functions of the Latency input metric
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0, latency <1200,
latency —1200

Long(latency) = —IE(%)—’_—@—O—, 1200 < latency <1600, | (13)
1, latency >1600.

The membership function of RSSI input metric:

2 Connected Transitioning Disconnected
l_
D
=)
8
o
0 L 3 k) L . :
-50 -63 =75 -85 -95 -100
RSSI
Figure 5: Membership functions of the RSSI input metric
1, RSSI >—65,
RSSI —(-75)
C ted (RSS]) ={———» —75< RSSI £-65,
onnected (RSSI) = 65— (-75) (14)
0, RSSI <-175.
0, RSSI > 65,
RSSI —(-65)
(75)-(=63) ST==65
Transitioning (RSS) =11, —85< RSSI <-75, (15)
RSSI —(-95)
T ooy’ —95< RSSI <-
(85)-(-95) 5
0, RSSI <-95.
0, RSSI > -85,
; RSSI —(-85)
Disconnected (RSSI) = ——— -95< b=
(<95)—(-85) 95< RSSI <-85, (16)
L RSSI <-95.
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Figure 6: Membership functions of the quality of neighbor output metric

4.4.2. Fuzzy inference system
(A0 O\ g\ yva -

e S Ve O A. (Rule evaluatio

e In this stage of fuzzy logic, IF-THEN rules are constructed. The number of generated rules in FL-HELR.
OF is set based on the number of input metrics and the number of fuzzy sets associated with each metric. Hence,
twmjﬂuﬂw. Table 7 displays a sample of these rules where appendix A details
the complete fuzzy rule base considered in FL-HELR-OF. The fuzzy rule base, shown in Table 7, consists of fou
fuzzy sets of each metric whereas the last column is the fuzzy set of the output variable that varies from "Awful" tc
"Excellent". It is quite interesting to mention that these rules are constructed based on human expertise, experience
simulation evaluation, and application requirements.

fwleg ) 2o

A Table 7: Fuzzy rule base
T Ll
. 4 Rule Input metrics .
3%y s OS> i No. HC EC Latency RSSI Quality Output
asly gusl e 1 Close Low Short Connected [Excellend
o 2 Near Low Short Connected Very Good
o (Aud A el 37 Close Average Average Connected Good
) 32 Near Average Short itioni
Cazy 80 AN pod al 26 Near Lo e —
a1y "R 4 w Long Disconnected Reasonable
N 4; Near Average Average Disconnected Bad
gt ¥ us » Zl Far Hfgh Long Transitioning Low Bad
el oAb ired 2N 902 Far High Long Disconnected Awful

B. Gggremtion 2.y

he Mamdani inference system (Ma i ilian 97 ve ap
I ; mdani & Assili i i
s erator e the s o t, lt 5) 1S useld In our research. In SpCCiﬁC, we pl

LMK 5P ety € Into a single output fuzzy set bearit
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ind that the "4ND" and "OR" logical operators denote for "Minimum" and "Maximum", respectively. For
ample, the output fuzzy set "Average" combined many rules. In our design, we suppose that five rules are fired,

ex b ,aggregating them using the "Maximum" operator. The following formula shows how to measure the

}&e;:rgge“ fuzzy set output considering that five samples out of eleven are fired for the "Average" output quality:

in m

Minimum(Far_HC, Low_EC, Long_latency, Connected_RSSI),
Minimum(Near_HC, High_EC, Short_latency, Connceted_RSSI),
Average = Maximum | Minimum(Close_HC, High_EC, Long_latency, Connected_RSS1), {an
c@¥antle IV 3o Lok | Minimum(Near_HC, Average_EC, Average_latency, Transitioning_RSSI),
Minimum(Near HC, Average_EC, Short_latency, Transitioning_RSSI).
Pt ) a2 e min ) A\ Fl-Belof (Quan—  )\a ¥

4.4.3. Defuzzification process

In the final step of the fuzzy logic, the FL-HELR-OF is expected to convert the aggregated fuzzy output
obtained from section 4.4.2 into a single crisp value. This step assigns the quality of the neighbor (parent), whose
value ranges from 0 to 100. The center of gravity algorithm is the one adopted for the defuzzification process of our
FL-HELR-OF, which finds the center of the aggregated rule (fuzzy set output). This crisp output yields the quality
of each node’s neighbor (parent) which ultimately helps in obtaining the preferred parent along the path to the
DODAG root. It is found as follows (Landi, 2002):

MR OE e L S x (W)
Neighbor Quality = H———, (18)
3 ()

where, N represents the number of fired rulgs, W, indicates the domain value related to the i* rule (the center of
gravity for each output’s fuzzy set), and ;IA(W} ) shows the predicate truth in the domain.

In what follows, the procedure of computing the quality of the node using fuzzy logic is illustrated. For - R
instance, let us assume that the N, is the candidate parent, of the node N,, which has the following values, HC =1,—

EC = 60 mJ, latency = 500 ms, and RSSI = -70 dBm. As per the FL-HELR-OF membership functions, shown in

Figures (3-6), the HC metric fuzzy set is, "Close", therefore, when referring to equation (5), t of the

membership function is_1. Moreover, the EC metric has two fuzzy sets ("Low" and "4verage") and after substituting (LAv) “sBk

its value (60 mJ) into equations (8) and (9), the results of the membership functions are 0.8 and 0.2, TeSpectively.” |oo-bo
| The latency metric has also two fuzzy sets ("Short" and "Average") taking into account that the results of the®" = oy R
. membership functions are 0.75 and 0.25, respectively, after, of course, substituting 500 ms into equations (11) and
(12). The last metric, which is RSSI, has two fuzzy sets ("Connected" and "Transitioning"), therefore, the results of *-2 =
the membership functions are 0.5 and 0.5 respectively, after substituting -70 dBm into equations (14) and (15).
Referring to the fuzzy rule base, shown in Appendix A, we have eight fuzzy rules for the output quality, that are,
rules 1,4, 10, 13, 28, 31, 37, and 40 which matched perfectly with the inputs’ fuzzy sets combinations. These rules
ativate the "Excellent", "Very Good", "Good", and "Average" output fuzzy sets. By applying the aggregation,
' detailed in subsection 4.4.2 (B), we found that the fuzzy rules of the output quality, namely, rules 1, 4, 10, 13, 28,
31,37, and 40 have the values of 0.5, 0.5, 0.25, 0.25, 0.2, 0.2, 0.2, and 0.2 which belong to "Excellent", "Very _, Y N
GOad'l’ " Ve’y GOOd", "_Gﬂ)_d", " Ver]__*gG OOd", "GOOd", "GOO@_’,_BDCI "Average" output quallty fuzzy sets, respectively. < s L2le
the penultimate step, particularly applying the exact aggregation, shown in equation (17), the aggregated values .

gfthe "Excellent", "Very Good", "Good", and “Average" distinctive output quality fuzzy sets are 0.5, 0.5, 0.25, and

fu% fespectively, Considering the center of gravity E}Igorithm .for the results of the output quality Tnenﬁi_éﬁﬁiﬁ-’ Ly
ctions and substituting the aforementioned values into equation (18), the defuzzified crisp output (Q) is found = A

-

b - 50

lee-So

(ﬂu efagn)

preCiSe]yas fe llOWSZ M Na )on-sl-n INPACES
we ISR VI Ps e . T, | Qs N T gpl va a
gotoe o, U (05x85+03x70+023x60+0Dx50 -
tl WSS e Q= 0.5+0.5+0.25+0.2 8l Ny 25,02
L IVeidlen? o __ -

QYD P“‘L: (RSN (P
Q\S I oﬁs '0.! |\ !‘;M\L’g\(

5 Wh o4y
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he rank of this node (Rﬂnkm,,) can be fouy g

i i d, t
de n’s neighbor (parent) is found, -
increase as follows (Winter, etal., 201,

the quality of each no
e auiond )and the rank-

parent rank (Rankparcnhodﬁ

which i\:,; psrax?etesilzed byl iti P e g o QY
AT Ly b Rk i
- ' Ranknadq, =Rankparenhadz;, + 7k l:lc:fage’ M A=y -~ (19)
o
AL Iy JCoT=NY = . )
is parametrizedm%ﬁrther by step (i, the quality of node n’s parent) g,

. where the Rank-increase
::;\?\ Min - Hop - Rank —Increase ,
message), which has a default value
\71L . Max— Hop — Rank — Increase,, which has
256 earlier (i.e., the HC ranges from 1 to 7). However, accor
=7 (Rank,,) is assumed to be 256, Which results in having the Rank,,,

,}_‘D:..\..r . ) .
\ ;51 Consequently, the true integer rank of a node 1 {TIR ") is found as (Winter, et al., 2012):

eld of DODAG configuration option in the D

s another relevant Contiki parameter call
), confirming what is mentiongg

a Contiki parameter (specifically a fi

of 256. In fact, there i
a value of 1792 (7 times the former one )
”—ding to Contiki computations, the rank of the DODAG roy

always exceeded 256.

7 W

. Rmkuﬂda,
DO N A\ SYLR @ TIR e, =[Min — Hop — Rank —IncremeJ' ?

A comprehensive example that details how the FL-HELR-OF works is provided in Appendix B.
.- ek 3 Vomu 0OdC N ouw ¥
J;"“" & 4.5 Parent Selection Process Cach W dee A wpup  Npaasi ¥
r
i . s\ Todiscover the desired ﬁn each node to the DODAG root in RPL and for data transmission purposes
_ a graph (DODAG) is formed{ The root node, which is usually the data gathering node, is where the DODAC
structure is built (the Sink). Using the DIO message, the root initiates the distribution of structure-relatec
{nformation. Nodes, Tocated within the root's communication range, will receive and process the DIO message an

‘Wﬂeﬁ whether (or nof) to join the structure based on the characteristics of the DODAG. In fact, th
Tnstance is made up of one or more DODAGs with a specific RPL instance ID. The DODAG root is the on
in charge of setting the RPL instance 1D, which is an 8-bit value that specifies which RPL instance the DODA(
belongs to. A RPL node can only be a member of one DODAG at a time in a RPL instance. Actually, each RP
jfistance runs independently of other RPL instances and hence uses the same OF (i.e., the OF is unique in a certai
instance). A DODAG ID identifies a DODAG root and specifically is a unique identifier for each RPL instancs

A DODAG is uniquely iden by a 128-bit IPv6 address assigned by a DODAG root. 7]

[The entry, which identifies a DODAG, is crucial and has the pair of RPL instance ID and DODAG ID.
DODAG version number, on the other hand, is an 8-bit unsigned integer regulated by the DODAG root. Th
DODAG version number is incremented by the root to establish a new version of the DODAG. To put it anothe
way, incrementing the DODAG version number signals that the DODAG root commences a global repair procedur
resqlting in a new DODAG version. It is worth mentioning that when inconsistencies arise. such as loop detectio
or link failure, route repairs are carried out. Actually, local repair focuses on fixing ﬂaws,rather than Eom letel
rebu_xk%mg thc? DODAG. When local repairs do not yield the best outcomes or provide the finest answer ap lob:
repair is required. Based on the above, a DODAG version is a single DODAG iteration with a certain D(;bAgG I[

In essence, the entry, which consists of the attributes, namely, RPL i i
number, distinguishes a DODAG version._] ’ g —=nce D, DODAG D, and DODAG vers

ID and ]];%tgiénd’ the DODAG root sends out a DIO message to its neighbors, who then use-the fields of pare!
1D JODAG version to verify its authenticity. In other words, the neighbor (i.e., receiving node) will verf

whether (or not) the first time it has been recej i

: o ved. In particular, the nei ;

inorder. T i " X » the neighbor node will ure
rder. To begin, it will add the transmitting node (i.e., the node from which it got tl:e g? throetég,h tgatsri(:ged r

list. Second, through its CPU ing. it wi

. ’ processing, it will run the fuzzy logi |

equation (18 : . 2zy logic procedur i l

n?ake ro( )Lo compute the quality of this parent, Third, it will use ep uati elgr0p05ed_and sp] ecu‘ﬁca]ly .oni
proper changes to the DIO message, such as inserting oo (19) to get ts rank. Finally, 12

1ts rank, and consequently broadcast it to its neight™
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If this node receives the same DI.O message from a different neighbor, then it will repeat the aforementioned
calculatiqn§ to deterrmlr(lt? ltg_new rank (i.e., using equations (18) and (19)). It will not update or broadcast the DIO
message if its new ran dlS lscgvered to be higher than its previous one. If its new rank is lower than its previous
one, however it will update an send the DIO message to its neighbor. This node will add any node from which it

ot 8 DIO messase to its parent list, regardless of whether any of the aforementioned scenarios occur. This process
will continue until the leaf node is reached. Each node sends DIO messages to its neighbors regularly to keep the
DODAG alive except the leaf nodes. The trickle timer regulates the frequency of DIO messages for the reason of
qstaining O s'tab‘lllz.lng the network. In different words, when the frequency/rate of DIO messages drops, the
net‘-\’ﬂfk stability improves. When the network becomes severely unstable, however, the intervals between DIO

essages &re feduced to the absolute min.imum (i.e., the DIO frequency is set to the bare maximum). Figure 7
depicts the major steps of the parent selection process used in our study.

=

—

I RPL node receives a DIO message |

der of the DIO to the
arent list

Add the sen
node

—
Get fuzzy inputs metrics: Get the new rank and get the rank of
HC, EC, RSSI, latency the DI1O sender
Apply fuzzy logic steps

Calculate the quality of neighber 2nd
select the preferred parent based on
the proposed OF

Keep the same preferred
parent

<1 the Fank Is ™
- Vealculated for, -
the first time?

T
Fuzxy ou!put;/
li t
Quality ;)f paren Yes

| Convert the quality into 2 rank | |

Add the sender of the D10 to the
node parent list

l Update the rank of the nede J

Iﬂ)dnte the DIO meissgu_l |87et the sender of the DIO as the preferred
parent instead of the previous one

Broadcast the updated DIO
message to the node’s neighbors

The process confinues until lhil
DODAG Is built

Com D

Figure 7: The process of node’s parent selection
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: w Contiki OS file cally, |
. _HELR-OF in @ new ~~ Al
cess of implementing the FLuires receiving information of the i“om:m |
d earlier, r€q DMC, which is an option in y

i ilable in .
ics will be avallat.) \  an Option ny
edr:tztﬁfe receiving metrics pased on its effec nee |

A a no W' e the DIO before b] Oadcas'[ing it_ h[ ‘
one S prev i de lll updat h -
y P iOUS]y mentloned, n. , . : 1 \
P tl P i . its e“ect on the afOlelllellthlle'd metrics Wlll certainly be patt of tlle DIO

g()()d toem ]laS.ZC on the po nt ﬂlat ’ - ]lpda
(1 € its new m;trics Will be inSCfted mn the DMC Optlon) bearlllg

in mind that some metrics are updated af,
i logic design whig,
volves applying the fuzzy ;

. i i sed. However, the next step In lity of the parent is evaluat
exzcutm? ‘?e ;9:311[: %‘:rsgf’lf ]c;ul;rl(i)t};’? Algorithm 2 explains extgnsllvetlr)lfelrlg\iz\; tah;r:l glzacal);ed e tich i 16-b§
ends up In Hind! . - tion (18). Excitingly, : :

: - , shown in equation {18/ =47 : G configuration option of th

(i-e. thedSEfItDeot;:h:nrdar;l(ql‘gggﬂ;gr identifying the OF, which is found in l;[hi S[‘:ODA g ]
In . . e

anlsag;:issage.g In other words, through OCP, we can decide which OF can

d. For instance, some OCP commgy
i i trics. In our work, we set a ney
values define different OFs which are developed based on Smg]; and cl(jrrnggzlete me
value indicating the employment of a new OF which is based on 0

| fuzzy logic syst}e}m. App%ling the
i i ian for each input. Then, we

fuzzification stage of our fuzzy logic design results in having the memerSh'leciutli]g:gI:of:ess s stz.rted. Finally

apply Mamdani’s fuzzy inference for rule evaluation. Accordmgl)f, the defuzzi tl O B e rank of the node i

the crisp output is assessed, which represents the quality of the: neighbor (parenh). o \,vhere ol receives

computed as detailed in equations (19) and (20). Algorithm 1 includes fur:ther the sce

DIO message from more than a parent. In this case, the process of choosing th

e best one (i.e., the one that has the
lowest rank) is abundantly explained. In addition, updating the node’s parent list and the DIO message is clearly
discussed.

Algorithm 1 ill

. . fuzzy logic de
..fuz.?y-t)tﬁfoagpplymg the fu éye Fortunately, thes
metrics

h the DIO message. e i
DIO message. Therea ing node p

fier, the receiv
will increment the HC b

4.6(Limitations and Computational Burde@

Unfortunately, the majority of currently proposed RPL protocols, including ours, are computationally heavy

and sophisticated, necessitating more storage and processing capabilities. In fact, this is due to the employment 91
eptimization methods, a dramatic_increase of DIO message Tengih, and excessive use of control messages
particularly, at mobility usage, and, finally, the implementation overheads. Besides, the Cooja simulator motes have

y,.8 limited flash memory. For instance, Sky mofe has a flash memowme o
= 96 KB ROM, and Wis mote has a flash memory of 256 KB ROM, which make the researchers pay attention to the
" computational complexity influenced by their suggested ideas. It should not be overlooked that the RPL is fully
implemented in the Cooja simulator, with some attempts now underway to fully integrate it in Ns3. As far as the
optimization method, used in this work, is concerned, we propose a novel fuzzy logic system that basically consider.

four input metrics, which is surely a big challenge. In particular, for each input metric, we examine three sets o
:values. Thus, the fuz?y logic system has 81 rules (3*). Additionally, the best interval for each set in the membershij

is chosen based on trlal-md-error'procedures, requiring a tremendous number of simulations. Actually, evaluating
some netW9rk perfoqnance.metn_cs such as the energy consumption needs at least 24 hours for a run to end
Therefore, it took quite a bit of time to test the validity and effectiveness of our proposed protocol taking intc

consideration the elimination of the possibility of any erroneous individu i |
' . al results throu
number of simulation experiments. gh conducting a coloss

5. Simulation Results and Discussion Wb

OF is thoroughly assessed b

number of experiment simulations detailed as follows. First of all ¥ condugting an immess

th'e simulation environment, including setup anc
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5.1 Simulation Environment Setup and Parameters
. - TIEIN
The simulations are carried out using Coga smu]ﬁfl,wngih ;‘sm ;J
Intel Core i5 processer working at 1.9 GHz with 4GB

i twork consists 0
experiments, we assume that the ne
distributed over a 600 mx 600 m area. Each RPL router trans

erated under Contiki OS, ona laptop,,
Ubuntu 12.1(32 bits). In our simulaﬁuh
DODAG root. These nodes are ra“dOrr?ln
mits one packet to the DODAG root every 60 SeCony

i i . lation several times to eliminate the validity of,
duringlthe SllglJ‘llfl;:g; rp;esrlll;)td.uﬁé :{ia\i': ::e(jirt‘:ll:?:ht?seasgoj 2 feature that adds looseness to the wireless med?
;}zﬁn‘;“fs’o;"mtxe realistic r.esults. We set the transmission z.md inter}"ereane ranges é“or1 ;?t?an?d?% ;c)) 53,, lrlril;[lerﬁ i
100 meters, respectively. The motes that are employe.d in th_e smulahog ared }(1) o ﬂas,h " as
microcontroller MSP 430 with 2.4 GHz wireless transceiver Chipcon CC2420 and has ory apg

16-bit RISC architecture upgraded to 20-bit to increase the memory size. Each simulation run took 1 hour long

. . . i . ther parameters :
except the one associated with the energy consumption results which took 24 hours. All other p are key

as the defaults of the standard. Table 8 outlined simulation parameters.
\o e 9V metie N Sy
5.2 Performance Metrics - \dac

The performance metrics used in evaluating the performance of our improved RPL protocol are as follows:

e Packet delivery ratio, whichrepresents the ratio of total packets received at the DODAG root to to'tal P?Ckﬁts

viv S sent from the nodes. The metric’s primary purpose is to provide feedback on the network’s .rellablhty'. In

),L» , f~xY other words, impairments might be known, whether there are any malfunctioning devic.:es or inappropriate

D.DAs fet 3y connections over the network that may affect the network connectivity and cause downtime or performance
s =y 0s  issues, thereby estimating the network reliability.

) e Control message overhead, which represents the total number of control messages (DIS, DIO, and DAO),
ol ey o5 which are generated by DODAG participating nodes. This metric is influential and particularly indicates
(o ) wy the stability and consistency of the network.

MRS Latency, which identifies the average end-to-end delay imposed at each packet during its way from a node
to the DODAG root. It is chosen as a network performance since a long delay (waiting) for the
acknowledgments of reliable packets (like DAO) from the destination causes many unnecessary
retransmissions. Consequently, the packet delivery ratio and the throughput are severely affected, resulting
D ORI degrading the network performance. , Censamplion | Compnkakioa

o2 \abwoy e Energy consumption, which refers to the total energy consumed by a node during not only ifs
. A5 ) communication process over the network, but also its local processing (CPU). As LLNs compose of low:
powered devices, this metric is very crucial due to its associativity with the network lifetime, which refers

to how long nodes can stay alive without replacing or recharging their batteries.

g e Average hop count, which represents the average number of hops between each node and its DODAG root

C:-"«\ < This metric is of interest as the lower number of hops during the packet transmissions, the better networl
y performance.

< =I

nn\{. )& G_"-"

5.3 Results and Discussion

This section presents and discusses the simulation results. We use "perl" files to evaluate the raw da
obtained from the Cooja simulator (Cooja test logs). We investigate the behavior of OF0, MRHOF, OF-EC, a
our proposed OF by varying the number of sensor nodes deployed. In specific, we deplo;r over a n’etwork ;p
100 nodes tc? verify the scope of efficiency of the aforementioned OFs (i.e. ,considering, ikt s heavy, v
network environment). Figure 8 shows the shape of the network model after ,having 25 and 100 nodes deploy

ir
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and different network densitics.
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Figure 9: Packet delivery ratio against various network densities and OFs
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Appendix A. Fuzzy Rule Base
The number of created rules in F

associated with each metri
base considered in FL-HELR-

¢, as previous

36

L-HELR-OF is determined by t
ly noted. As a result, there are

OF is detailed in Table A.l.

Table A.1 Fuzzy rule base

i trics and fu
he number of mput. me
81 rules produced in total. The fuzzy

lity
RSSI Output Qua
Rule No. HC EC Latency o Excellent
Low Short onmn ]
1 - Low Short Connected Very Goo
2 Near Short Connected Very Good
3 Far Low 9 fonin Very Good
3 Close Low Short Transitioning -
5 Near Low Short Transitioning Goo
6 Far Tow Short Transitioning Good
7 Closc Low Short Disconnected Good
8 Near Low Short Disconnected Good
9 Far Low Short Disconnected Average
10 Close Low Average Connected Very Good
11 Near Low Average Connected Good
12 Far Low Average Connected Good
13 Close Low Average Transitioning Good
14 Near Low Average Transitioning Average
15 Far Low Average Transitioning Reasonable
16 Close Low Average Disconnected Good
17 Near Low Average Disconnected Reasonable
18 Far Low Average Disconnected Reasonable
19 Close Low Long Connected Very Good
20 Near Low Long Connected Good
21 Far Low Long Connected Average
22 Close Low Long Transitioning Good
23 Near Low Long Transitioning Reasonable
24 Far Low Long Transitioning Reasonable
25 Close Low Long Disconnected Average
26 Near Low Long Disconnected Reasonable
27 Far Low Long Disconnected Bad
28 Close Average Short Connected Very Good
29 Near Average Short Connected Good
30 Far Average Short Connected Good
31 Close Average Short Transitionin
3 Ne Y g Good
ak verage Short Transitionin.
33 Far A g Average
verage Short Transitioni
34 Close N ng Reasonable
verage Short Disconnected
35 Near A e Good
verage Short Disconnected
36 Far Average Short = cie Reasonable
37 Close Average Average —onected Reasonable
38 Near Average Aver Connected Good
39 F (Verage | Connected A
ar Average Average . verage
40 Close Average Aver o= = sied Reasonable
41 N — | age Transitionin
ear Average Aver g Average
|42 Far Average | A age Transitioning Average
| 48 | Close [ Average | “eTage Transitioning
ge Average : Bad
Disconnecteq

22 sety
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il Near Average Average Disconnected Bad
45 Far Average Average Disconnected Low Bad
46 Close Average Long Connected Good
47 Near Average Long Connected Reasonable
43 Far Average Long Connected Reasonable
49 Close Average Long Transitioning Reasonable
50 Near Average Long Transitioning Bad
31 Far Average Long Tranisitioning Low Bad
52 Close Average Long Disconnected Reasonable
33 Near Average Long Disconnected Low Bad
54 Far Average Long Disconnected Low Bad
55 Close High Short Connected Very Good
56 Near High Short Connected Good
57 Far High Short Connected Average
58 Close High Short Transitioning Good
59 Near High Short Transitioning Reasonable
60 Far High Short Transitioning Reasonable
61 Close High Short Disconnected Average
62 Near High Short Disconnected Reasonable
63 Far High Short Disconnected Good
64 Close High Average Connected Good
65 Near High Average Connected Reasonable
66 Far High Average Connected Reasonable
67 Close High Average Transitioning Reasonable
68 Near High Average Transitioning Bad
69 Far High Average Transitioning Low Bad
70 Close High Average Disconnected Reasonable
71 Near High Average Disconnected Low Bad
72 Far High Average Disconnected Low Bad
73 Close High Long Connected Average
13 Near High Long Connected Reasonable
75 Far High Long Connected Bad
76 Close High Long Transitioning Reasonable
77 Near High Long Transitioning Low Bad
78 Far High Long Transitioning Low Bad
79 Close High Long Disconnected Bad
80 Near High Long Disconnected Low Bad
81 Far High Long Disconnected Awful
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Appendix B. Comprehensive Example of FL-HELR-OF

. DODAG which consists of ,
: assume having 2 v
e on parl modnﬁe&RﬁP&iﬂS;ﬁkc\:S with the target of establishing the best routeg
in the bul )

root node along with many nodes, participate 1 : e distribution of the nodes before
between these %odes and t);mat DOD&G root. In particular, F1gure B.1 (?léht;vésbt:tween all nodes and the DODAG
the DODAG is constructed while Figure B.1 (b) shows the routes establis vides complete steps that clearly show
root utilizing FL-HELR-OF. Not only to this extent, but rather Table B.1 pro ting nodes, which receive the Dig
how this DODAG is built detailing that the first column represents Partlclpg IOg messages at participating nodes,
messages in sequence. The tuples are listed based on the order of recelving the 1 at the leaf 10 des (i.e., nodes |
For instance, the last two tuples refer to the case where the DIO message is recelvec ¢ ications betw
. ossible commun een
and M). The second column shows the originator of the DIO messages. The p third column. The next eight
receiving nodes and their neighbor (i.e., DIO message originator) are presented n the he fourth, fifth, sixth, and
columns refer to a neighbor (i.e., DIO message originator) information. In particular, the h the values of th
seventh columns indicate the measured metrics HC, EC, latency, and RSSL, respectlve}y, w ereh. hi ¢
latest three metrics are chosen by authors. The next column refers to the quality of qelghbor, which 15 computed
utilizing equation (18). The next column represents whether the DIO message is received a't this nogle for the first
time or not. The next column belongs to the old parent along with its rank. The rank-increase 1S found in the eleventh
column, which is the summation of the neighbor quality and Min-Hop-Rank-Increase (256). The next column shows
the parent rank, which is extracted from the received DIO message. To this extent, the next two columns represent
the rank of the DIO message receiving node and its true integer rank as illustrated in equations (19) and (20),
respectively. The next column represents the status of the DIO message at the receiving node. In other words, will
this receiving node discard this DIO message, due to receiving it from a parent that has a higher rank than its current
parent, or update and then broadcast it as of being received either for the first time or from a parent that has a lower
rank than its current one? The last column represents the best parent of the DIO message receiving node. The tenth
and last columns will be very useful to distinguish between the cases where a receiving node keeps its old parent or

switches totally to a new ‘one. 5 U\ e RN VR RURY
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(b) The network model after constructing ¢pha DODAG

\.

onstructing the DODAG

(a) The network model before constructing the DODAG

Figure B.1: The network topology and nodes distribution of before and after c
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