LINEAR ALGEBRA SYSTEMS OF LINEAR EQUATIONS AND MATRICES

Chapter 2

[Determinants]

—> Covered Topics :

® Determinants by Cofactor Expansion
® Evaluating Determinants by Row Reduction

® Properties of Determinants; Cramer’s Rule
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v Determinants helps to determine whether the matrix is invertible or not.

‘/ We have much more than one approach to find the determinant, we’ll learn each one 5

and then we’ll make a chart to view them all next to each other.

® Finding Determinant by Cofactor Expansion :

To extend the determinant for all sizes use the expansion.
ITATTENTION : it’s often better and easier to you to use this approach (the expansion) to find
the determinant for matrices of big sizes especially for those whose sizes are wider than 2x2 or 3x3,

it’s so easy , and gives the determinant directly.

v Pay attention to symbols :

Determinant of matrix A = det(A) = |A|

—>And when I give you matrix contained in these two orthogonal lines , you should know that I am

solving the determinant or teﬂing you to do that , like this one in here :

2 4
-1 5

For the matrix A =

=14, and this is the same as det(A) = |A| = 14
2 4]
-1 5

And now , yeah! Let’s go to find the determinant !
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% The Expansion Approach:

> Find the determinant for the following matrix :

1 3 2
A=|—1 4 2
4 2 —1
A= 4 2 |_3|—1 2 " —1 4|
2 -1 4 -1 4 2 54 2 W AV Jpie o sy 5

expansion )| da Calb 98 5 o

1 B gas K oW determinant ) sl

= +1(4x-1 + 2x2) -3(-1x-1 + -4x2) +2(-1x4 + -4x4) = -23
Il But the question is how we computed the determinant of 2x2 matrices ?
s Ol
2x2 ) o2 expansion Jexy b} 5 4oy ui: - ol (1)
Jo¥ Caall ol ysa L L), expansion ade Jaa doly 398 ) o)y Cio sy Ll (2)
s ¥l Gyt ) L gy o) g LY ST L e Jons 508 ) oo 8 (2 (3)
§ 252 oz ) Lyiadl determinant J) segn S b (4)

§ola S5 @

Inverse of 2x2 matrix is computed using this :

N — [d

~ ad-bc

t

—b
] —> Then the (ad — bc) is the determinant of the matrix A
C a
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ITATTENTION : we can solve it using the second row (you can take any row or column you

want)

—>Solving it by the second row :
-1 2 1 2 | , 1 2
4 11714 —1l71-1 2

+4

A= 3

—> What about higher sizes ?!

> Find the determinant of the following matrix :

1 =2 —1 4]
3 -2 1 1
6 —1 7 1
|3 1 2 — 5|
2 1 1 3 1 1
|A|=+1—1 7 1|2 |6 7 1|+
1 2 -5 3 2 -5
3 — 2 1 3 =2 1
1|6 —1 1416 —1 7
3 1 -5 3 1 2

.... Then we complete the solution for each side as we did for the 3x3 matrix in the previous

example .

% Special Way of Finding the Determinant for the 3x3 Matrix :

a1 a2 Qg3
aZl aZZ a23 can be solved as follows:
asz1 daz; AQsg
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—>Re-order the matrix as follows:

a11\a12 ais < 1
a1 4z QA
v
asq aszzgax?g N
OO ®O0
Such that :

)]=a13><a22xa31

—> K =a;; x ay; x a5, , and so on

‘/Thendet(A):—(]+K+L)+(M+N+O)

O Example :
1 3 2
(1) Find the determinant of the foﬂowing matrix: |—1 4 2
4 2 -1
Use the special approach of the 3x3 matrix
1 3 2 1 3 2 1 3
—1 4 2| =1 4 2 —1 41—
4 2 —1 —1 4 -1 —1 4

The det of the matrix =- (32 + 4 + 3) + (-4 + 24 + -4) = -23
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(2)IfA = , then find det(A)

0
0
0

—1]

= O B O
NN OO

—> It is bigger than 2x2 and 3x3 , you are now supposed to use the expansion, but you can make
a smart choice by choosing the first row for the expansion , because it is almost full of zeros , and
this is going to help :
4
det(A)=1|9
1

0 0
2 Of--8
-2 -1
T You can use the special way

of finding the (det) for 3x3

matrix in this level ...

(3)IfA = , then find det(A)

NP W

POOP—\O

Use this column for

the expansion it is

almost full of zeros

1 0 -1
det(A) =1 1 — 2 1 ......... continue as you learned ’ this Part is the real
2 0 1

piece of cake of this material “:)
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** Minors and Cofactors :

(1) The Minor or Mij :

The minor matrix of the entry a; is the determinant of the submatrix that remains after

deleting the ith row and jth column.

(2) The Cofactor or Cij :

the cofactor of the entry ay = (—1)i+j X Mij

g0 é.b ey 5 Al éb derly oy ladl ket S0y ¢ saall |y plady »y¥ cofactor J\ y minor | ®

O Example:
_1 4 2 5_
Al 1 O - 2 1 , find M, Cll’ M,,, Czl
_O O 1 2_
‘L J‘Jﬁ\ 3 gusll Ladiizaad oy 90
_1 2 1 expansion
M., : O _2 1 __1|_2 1|_5
11 O 1 2 _ 1 2 - &‘&MC\JJJ\M‘A{O\‘”
Cll : (’1)2 Mll =5
X S -2 1
M,;. O —_ 2 1 -4 | 1 2 _ 20
0 1 2

Cy : (-1 M,, =20

HU\R u& claly é L det J! 144 4l expansion  JI |gedseecel SB,31 el Hagad u.&f.u“: ods e Jas “" o
Sl G b e & 2o Lol
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® Evaluating Determinants by Row Reduction:

v Elementary operations are used here.

Y als 5 ¢ echelon form J LSl L2 b e det J\w&\_ﬂ.{f\dd 7\ u,.u.i.d\ ba g -
S (,?J,»\ Olb Slgaadl e e 2 gl S &by ¢ expansion J) e J3) Oblue suc asly

\/
*%* Rule 1:
A- Let A be a square matrix. If A has a row of zeros or a column of zeros, then det(A) = 0.

B- IfAisa square matrix and have two proportional rows or columns , then det(A) = 0.

0 Gulaaw pan go egizex I3 ga proportional 4

O Example:

Find the determinant of the next matrix :

_w N
= O O W
|
S
O U1 O B

Solution :

Before evaluating the determinant, we notice that if we implement this : (-2R, + R, R,)
(1 3 =2 4]
0O O 0 O
3 9 1 5
11 1 4 8]

— So referring to rule 1/ A, we'll find that determinant = 0.

That R, is going to be full of zeros in this form :
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** Rule 2:

— Let A be a square matrix. Then det(A) = det(A")./ transpose of A, revise chapter 1 if you

don’t remember.
NS
+* Rule 3:

— In this rule I will show you the effect of row operations that are done on some matrix on its

determinant.

Rules

If B is the matrix that results when a singie

rOW Or singie column of A is multiplied by a

scalar k, then det(B) = k det(A)

If B is the matrix that results when two rows

or two columns of A are interchanged, then

det(B) = - det(A).

If B is the matrix that results when a muitipie

of one row of A is added to another or when

a multipie of one column is added to another,

then det(B) = det(A).

O Example :
a b c h i j
if|ld e g|-4,thenwhatis|d e gl?
h 1 § a b c

Answer is : -4 . <
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** Rule 4: (Dealing with Elementary Matrices)

19 G S 3, 50els o Aol Al saclil o o 7y 4] ¢ 925 S

Al O dadl o8 7,

elementary matrices s.c L é\: identity matrix L) Jo A & gall Jors o5 -
I Jl susyd)lf 1a5 o 1oy elementary matrices JI «) u,jm Ja s -

2ud glae L o g\i\ i) 5 @ B VKQ}..»A by elementary matrices i 4% bs QJQ C\J _
Adaal) gla ad Ds o determinant J) g» 4
: t}u\ ”\)m Jy\’ Cfb el PN o determinant | B g Ao 5 -

O Example:

1) E-

OO

|

Rules

If E results from multiplying a row of In by a
nonzero number k, then det(E) = k

If E results from interchanging two rows of

In, then det(E) = -1.

If E results from adding a muitiple of one row

of In to another, then det(E) = 1.

Operation:

The second
row of I, was
multiplied by

3.

iy e )
_ o O O

o O WwWo

10

Then answer is : det(E ) = 3




was added to
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Operation:
O O O 1 The f; d
e tirst an
2) E 0100 lstrows of [, Th is : det(E ) = -1
= ast rows ot 1, €n answer 1S : de = -
0O 0 1 O
| 1 O O O i interchanged.
Operation:
1 O O 7 7 times the
O 1 0 O
3) E= 00 1 0 getrootls Then answer is : det(E ) = 1
0O 0 0 1

the first row

11




