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PREFACE

Historically, the attention to distribution reliability planning was proportional to the
operating voltage of utilities and the primary focus was on generation and transmission
reliability studies. It has, however, been reported in the technical literature that
approximately 80% of the customer interruptions occur due to the problems in the
distribution system. Under the new era of deregulation of power utilities, the focus has
shifted to distribution systems to economically provide a reliable service. There are not
many textbooks in theworld dealingwith topics in power distribution reliability planning
and operation.We found that many of the theoretical examples presented in the literature
were not representative of actual distribution systems. These anomalies raise the question
of their credibility in modeling these systems. There are reliability programs for
calculating customer reliability indices. The details and the assumptions, however,
made in some of these computer programs are not revealed. We found in many cases the
results of these programswere incorrect. The basic intention of this book is to provide the
theory and detailed longhand calculations and their assumptions with many examples
that are required in planning and operating distribution system reliably (i.e., reliability
cost versus reliability worth) and to validate the results generated by commercial
computer programs.

This book evolved from many practical reliability problems and reports written
by uswhileworking for various utilities (e.g., Alberta Power Ltd, BCHydro, SaskPower,
and MidAmerican Energy Company) in North America over the past 40 years.
Some of the book materials evolved from the content of the reliability courses taught
byDr. DonKoval at the University of Alberta. The book has beenwritten for senior-level
undergraduate and graduate-level power engineering students, as well as practicing
engineers in the electric power utility industry. It can serve as a complete textbook for
either a one-semester or two-semester course.

It is impossible to cover all aspects of distribution system reliability in a single book.
The book attempts to include the most important topics of fundamentals of probability
and statistics, reliability principles, applications of simple reliability models, engineer-
ing economics, reliability analysis of complex network configurations, designing
reliability into industrial and commercial power systems, application of zone
branch reliability methodology, equipment outage statistics, historical assessment,
deterministic planning criteria, important factors related to distribution standards,
standards for re-regulated distribution utility, customer interruption cost models for
load point reliability assessment, value-based predictive reliability assessment,
isolation and restoration procedures, meshed distribution system layout, radial feeder



reconfiguration analysis, distributed generation, models for spare equipment, and
voltage sags and surges at industrial and commercial sites that are routinely dealt by
distribution engineers in planning, operating and designing distribution systems. The
special feature of this book is that many of the numerical examples are based on actual
utility data and are presented throughout all chapters in an easy-to-understand manner.
Selected problem sets with answers are provided at the end of the book to enable the
reader to Review and self-test the material in many of the chapters of the book. The
problems range from straightforward applications, similar to the examples in the text, to
quite challenging problems requiring insight and refined problem-solving skills. We
strongly believe that the book will prove very useful to power distribution engineers in
their daily engineering functions of planning, operating, designing, and maintaining
distribution systems.
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1

OUTLINE OF THE BOOK

1.1 INTRODUCTION

Reliability is an abstract termmeaning endurance, dependability, and good performance.
For engineering systems, however, it is more than an abstract term; it is something that
can be computed, measured, evaluated, planned, and designed into a piece of equipment
or a system. Reliability means the ability of a system to perform the function it is
designed for under the operating conditions encountered during its projected lifetime.

Historically, a power system has been divided into three almost independent areas of
operation as follows:

1. Generation System: facilities for the generation of electricity from economical
energy sources.

2. Transmission System: transportation system to move large energy blocks from
generation facilities to specific geographical areas.

3. Distribution System: within a specific geographical area distribute the energy to
individual consumers (e.g., residential, commercial, industrial, etc.).
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Ideally, a power system’s reliability from the viewpoint of consumers means
uninterrupted supply of power from thegeneration, transmission, or distribution systems.
In reality, the key indicators of a power system’s reliability for consumers are the
frequency and duration of interruptions at their point of utilization (i.e., their load point).
From an engineering viewpoint, the question is how do you determine mathematically
the frequency and duration of load point interruptions? The ‘‘how to‚ assessment for
distribution systems with practical examples is the subject of this book.

1.2 RELIABILITY ASSESSMENT OF POWER SYSTEMS

The basic function of a power system is to supply its customers with electrical energy as
economically and as reliably as possible. There were some simple applications of
probabilitymethods to calculations of generation reserve capacity since 1940s; however,
the real interest in power system reliability evaluation started to take off only after 1965,
most notably influenced by the New York City blackout that year. Reliability mathe-
matics is constantly evolving to accommodate technical changes in operations and
configurations of power systems. At present, renewable energy sources such as wind and
photovoltaic systems have a significant impact on the operation of generation, trans-
mission, and distribution systems.

At present, deregulation is forcing electric utilities into uncharted waters. For the
first time, the customer is looking for value-added services from their utilities or theywill
start shopping around. Failure to recognize customer needs has caused a great number of
business failures in numerous industries. The electric industries’ movement toward a
competitive market forces all related businesses to assess their focus, strengths, weak-
nesses, and strategies. One of the major challenges to electric utilities is to increase the
market value of the services they providewith the right amount of reliability and to lower
their costs of operation, maintenance, and construction to provide customers electricity
at lower rates. For any power system supplying a specific mix of customers, there is an
optimum value of reliability that would result in lowest combined costs. Quantitative
value-based reliability planning concepts presented in this book are an attempt to achieve
this optimum reliability in power systems.

1.2.1 Generation System Reliability Assessment

In evaluating generation capacity adequacy, the commonly accepted definition of failure
is ‘‘loss of load,‚which is an outage due to capacity inadequacy. The reliability is defined
in terms of the loss of load probability in a given time interval, usually a year, or the loss of
load expectation (LOLE) in days per year. For a loss of load to occur, the system capacity
has to fall to a level due to scheduled maintenance and/or forced outages of other
generating units by a margin exceeding the spinning reserve to meet the system peak
load. Even then, there may not be an outage because the system load is not always at its
peak. To calculate the amount of time when the capacity cannot meet the actual load of
the time, the load duration curve has to be brought into the picture. The most commonly
used generation reliability index of LOLE can be calculated if all parameters, namely,
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forced outage rates of different generating units, the load forecast, the load duration
curve, the spinning reserve, and the other refinements deemed necessary (e.g., reliability
of the transmission system), are known. Significant research has gone into developing
reliability assessment tools andmodels applied to generating capacity adequacy over the
past four decades. Electric utilities are routinely performing probabilistic assessments of
generation reserve margin requirements using the sophisticated tools based on Monte
Carlo simulation and contingency enumeration approaches. Recent developments in
generating capacity adequacy assessment include, but are not confined to, novel models
for energy limited units such as wind, solar, geothermal, and other exotic energy
technologies and merchant plant modeling as well as capacity market design models
for deregulated markets. The system planning engineer can then decide if the level of
reliability is adequate and also determine the effect of alternative actions such as
increasing the spinning reserve, adding a generating unit, and changing the maintenance
schedules and interconnections with other areas.

1.2.2 Transmission System Reliability Assessment

In earlier reliabilityworks on generation capacity adequacy assessments, only the energy
production systems were considered. The transmission and distribution systems were
ignored. In a mathematical sense, the transmission and distribution systems were
implicitly assumed to be perfectly reliable, which in reality was not true. Determining
the probability of system capacity outage levels based on the forced outage rates of the
generators alone will lead to overly optimistic results.

The transmission system consists of high-voltage transmission lines and terminal
stations including different equipment and control. The average forced failure rate and
outage duration of each component such as line sections, transformers, and circuit
breakers of the transmission system can be computed and the reliability of a load point
can be calculated using an appropriate reliability model.

The load point reliability depends on the reliability of the individual component;
however, it also depends on other factors. The two most important factors are system
configuration and environment. The transmission system is a network of lines and
equipment. Failure of one component does not necessarily render the system failure.
There is a lot of inherent redundancy in other parts of the transmission system. Another
factor in transmission system reliability is theweather and environment under which it is
subjected to operate. The failures of many outdoor components are caused by lightning,
snow, highwinds, and so on. In addition, failures are not always independent as generally
assumed in statistical calculations. The failure of one componentmay increase the chance
offailureofanother.One typeof suchdependent failures is thecommon-mode failure, that
is, failure of more than one component due to the same cause, which generally happens
moreoftenininclementweather thaninfairweather. Intheanalysisof transmissionsystem
reliability, therefore, different failure rates are assigned to different weather conditions,
and the dependency of failures, at least in adverseweather, has to be taken into account. It
canbe seen that adetailed analysis canbeverycomplexand it getsmorecomplexwhen the
composite generation and transmission system is taken together. The use of powerful
computers is almostmandatory for anysystem reliability analysis. Significantworkshave
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been done in probabilistic assessments of transmission systems to augment the current
deterministic criteria in planning and designing of transmission systems.

1.2.3 Distribution System Reliability Assessment

The application of reliability concepts to distribution systems differs fromgeneration and
transmission applications in that it is more customer load point oriented instead of being
system oriented, and the local distribution system is considered rather than the whole
integrated system involving the generation and transmission facilities. Generation and
transmission reliability also emphasizes capacity and loss of load probability, with some
attention paid to components, whereas distribution reliability looks at all facets of
engineering: design, planning, and operations. Because the distribution system is less
complex than the integrated generation and transmission system, the probability
mathematics involved ismuch simpler than that required for generation and transmission
reliability assessments.

It is important to note that the distribution system is a vital link between the bulk
power system and its customers. Inmany cases, these links are radial in nature thatmakes
them vulnerable to customer interruptions due to a single outage event. A radial
distribution circuit generally uses main feeders and lateral distributors to supply
customer energy requirements. In the past, the distribution segment of a power system
received considerably less attention in terms of reliability planning compared to
generation and transmission segments. The basic reason behind this is the fact that
generation and transmission segments are very capital intensive, and outages in these
segments can cause widespread catastrophic economic consequences for society.

It has been reported in the literature that more than 80%of all customer interruptions
occur due to failures in the distribution system. The distribution segment has been the
weakest link between the source of supply and the customer load points. Though a single
distribution system reinforcement scheme is relatively inexpensive compared to a
generation or a transmission improvement scheme, an electric utility normally spends
a large sum of capital and maintenance budget collectively on a huge number of
distribution improvement projects.

At present, in many electric utilities, acceptable levels of service continuity are
determined by comparing the actual interruption frequency and duration indices with
arbitrary targets. For example, monthly reports on service continuity statistics produced
by many utilities contain the arbitrary targets of system reliability indices for perfor-
mance comparison purposes. It has long been recognized especially in the deregulated
market environment that rules of thumb and implicit criteria cannot be applied in a
consistent manner to the very large number of capital and maintenance investment and
operating decisions that are routinely made. Though some reliability programs with
limited capabilities are available, virtually no utilities perform distribution system
expansion studies using probabilistic models. Unlike bulk transmission system that is
subject to North American Electric Reliability Council’s deterministic criteria in
planning and designing the transmission systems, the distribution system is not subject
to any established planning standards. Distribution utilities are required only to furnish
historical distribution system performance indices to regulatory agencies.
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There are ample opportunities for distribution utilities to judiciously invest in
distribution system expansion activities to meet the future load growth by using the
probabilistic reliabilitymethods that would eliminate the risk of over/underinvestment in
the system while providing the optimum service reliability at the right cost. The
reluctance of electric utilities to use the reliability methods in planning and designing
distribution systems is due to the prevailing perception that it requires sophisticated
probabilistic computer tools and trained engineers in power system reliability engineer-
ing. This book intends to eliminate this misperception and presents practical probabilis-
tic reliability models for planning and designing distribution systems.

The applications of the developed reliability models presented in this book are
illustrated using hand calculations that require no sophisticated computer tools and
virtually little or no knowledge of probabilitymathematics. Problem sets and answers are
provided at the end of the book to test the reader’s ability to solve reliability problems in
distribution systems.

1.3 ORGANIZATION OF THE CHAPTERS

Two approaches to reliability evaluation of distribution systems are normally used,
namely, historical assessment and predictive assessment. Historical assessment involves
the collection and analysis of distribution system outage and customer interruption data.
It is essential for electric utilities to measure actual distribution system reliability
performance levels and define performance indicators to assess the basic function of
providing cost-effective and reliable power supply to all customer types. Historical
assessment generally is described as measuring the past performance of a system by
consistently logging the frequency, duration, and causes of system component failures
and customer interruptions. Predictive reliability assessment, however, combines his-
torical component outage data and mathematical models to estimate the performance of
designated configurations. Predictive techniques therefore rely on twobasic types of data
to compute service reliability: component reliability parameters and network physical
configurations.

This book deals with both historical and predictive distribution system reliability
assessments. Simple and easy-to-use practical reliability models have been developed
and their applications illustrated using practical distribution system networks. Virtually
all reliability calculations have been performed by hand and no sophisticated computer
programs are necessary. A simple but realistic live distribution system has been
frequently used to illustrate the application of different reliability models developed
and presented in this book. For the convenience of the readers, the mathematical
reliability models and formulas relevant to particular applications have been repeated
in chapters where necessary to maintain the flow of understanding the models and
concepts. Each chapter is independent of other chapters, and cross-referencing different
chapters is not required to understand the new concepts presented in a particular chapter.
The applications of the novel concept of reliability cost–reliability worth or commonly
known as the value-based reliability model are extensively discussed and illustrated with
many numerical examples in this book.
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The book is organized as follows:
Chapter 1 presents the basic definition of the term ‘‘reliability‚ and its application to

power systems. The current state of the reliability methodology applications in
generation, transmission, and distribution segments of the power system is briefly
described.

Chapters 2 and 3 very briefly describe fundamentals of probability theories and
reliability principles. Although the basic probability and reliability models presented
with numerical examples in Chapters 2 and 3 are available in many textbooks, these
models are repeated in these chapters to help the readers understand the models that will
be used extensively in the later chapters of this book. The majority of systems in the real
world do not have a simple structure or are operated by complex operational logic. For
solving complex networks or systems, additionalmodeling and evaluation techniques are
required to evaluate the reliability of such networks or systems. Chapters 2 and 3 also
include models to assess the reliability complex network configurations. The basic
models for complex network solutions have been illustrated using numerical examples.

Chapter 4 illustrates the applications of the probability and statistical models
presented in Chapters 2 and 3 using simple numerical examples in distribution system
planning and designing. Distribution system planners will be able to utilize the
probability and statistical models by using hand calculations in real-life situations.

Chapter 5 presents the basic engineering economics models. The economics
concepts and models related to distribution system planning and design are illustrated
with numerous simple examples. The novel value-based reliability model presented in
later chapters is based on economic theories discussed in Chapter 5.

In Chapter 6, the basic models for complex network solutions are illustrated
using numerous numerical examples. Chapter 6 introduces models to assess the
reliability complex network configurations. Some of the common methodologies in
practice are (1) state enumeration methods (event-space methods), (2) network reduction
methods, and (3) path enumeration methods.

In Chapter 7, a description is given of how to make quantitative reliability and
availability predictions for proposed new configurations of industrial and commercial
power distribution systems. Several examples are worked out, including a simple radial
system, a primary selective system, and a secondary selective system. The simple
radial system that was analyzed had an average number of forced hours of downtime per
year that was 19 times larger than a secondary selective system; the failure rate was
6 times larger. The importance of two separate power supply sources from the electric
utility provider has been identified and analyzed. This approach could be used to assist in
cost–reliability trade-off decisions in the design of power distribution systems.

Chapter 8 presents a zone branch methodology that overcomes many of these
limitations and applies the methodology to a large industrial plant power system
configuration. There are many methods available for evaluating the frequency and
duration of load point interruptionswithin a given industrial power system configuration.
However, as systems become larger andmore interconnected, these existingmethods can
become computationally bound and limited in their ability to assess the impact of
unreliable protective equipment and unreliable protection coordination schemes on
individual load point reliability indices within a given plant configuration. These
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methods also may not often account for complex isolation and restoration procedures
within an industrial plant configuration that are included in the zone branch reliability
methodology.

Chapter 9 deals with the types of data needed for distribution system’s predictive
reliability assessments and presents typical distribution component outage statistics in
urban and rural environments for use in predictive reliability analysis. This database is
the result of comprehensive synthesis of a large number of industry data available in
different technical publications. The distribution system is an important part of the total
electric supply system as it provides the final link between a utility’s bulk transmission
system and its ultimate customers. All quantitative reliability assessments require
numerical data. Historical assessment generally analyzes discrete interruption events
occurring at specific locations over specific time periods. Predictive assessment deter-
mines the long-term behavior of systems by combining component failure rates and the
duration of repair, restoration, switching, and isolation activities for the electric utility’s
distribution system for given system configurations to calculate average reliability
performance. Accurate component outage data are therefore the key to distribution
system predictive performance analysis. In addition to the physical configuration of the
distribution network, the reliability characteristics of system components, the operation
of protection equipment, and the availability of alternative supplies with adequate
capacity also have a significant impact on service reliability.

In Chapter 10, the methodology used to assess the historical reliability performance
of a practical utility’s electric distribution system is outlined. Included in the discussion is
an overview of the process used to collect and organize the required interruption data as
well as a description of the performance indices calculated for use in the causal
assessment. Various components of reliability performance assessment are described,
including reliability indices, comparison between years of operation, comparisons of the
averages at different levels of the system, and outage cause and component failures.
The application of the calculated performance statistics in planning, operating, and
maintaining distribution systems is also described.

Chapter 11 provides a brief overview of current deterministic planning practices in
utility distribution system planning and design. The chapter also introduces a probabi-
listic customer value-based approach to alternative feed requirements planning for
overhead distribution networks to illustrate the advantages of probabilistic planning.

Chapter 12 identifies a number of pertinent factors and issues taken into account in
establishing distribution reliability standards and illustrates the issues and factors
considered in using historical reliability performance data. Actual utility data are used
in the illustrations. The development of standard distribution reliabilitymetric values, for
example, System Average Interruption Frequency Index (SAIFI), System Average
Interruption Duration Index (SAIDI), and Customer Average Interruption Duration
Index (CAIDI), against which all utilities can compare performance, can be problematic
without strict adherence to a national or international standard (e.g., IEEE Standard
1366). This issue has been discussed in Chapter 11. At present, there are many
differences between data collection processes and characteristics of utility systems
to make comparisons against such standard metric values impossible for many
utilities. Rather, the development of uniform standard metric values, which utilities
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compare to their own historical reliability performance indices, is more practical. If
cross-comparisons between utilities are desirable, a number of issues and factors
associated with individual utilities must be taken into consideration when establishing
distribution reliability standards.

Chapter 13 identifies a number of factors and issues that should be considered in
generating a PBR (performance-based rate making) plan for a distribution utility. A brief
analysis of cause contributions to reliability indices is also performed and presented in
this chapter. The historic reliability-based PBR framework developed in this chapter will
find practical applications in the emerging deregulated electricity market. In an attempt
to reregulate the distribution segment of an electric power system, public utility
commissions (PUCs) in a number of states in the United States are increasingly adopting
a reward/penalty framework to guarantee acceptable electric supply reliability. This
reward/penalty framework is commonly known as PBR.A PBR framework is introduced
to provide distribution utilities with incentives for economic efficiency gains in the
competitive generation and transmission markets. A distribution utility’s historical
reliability performance records could be used to create practical PBR mechanisms.
The chapter presents actual reliability performance history from two different utilities to
develop PBR frameworks for use in a reregulated environment. An analysis of financial
risk related to historic reliability data is presented by including reliability index
probability distributions in a PBR plan.

Chapter 14 presents the basic concepts and applications for computing load point
customer reliability indices and interruption costs. Case studies showing the applications
of load point reliability index calculations including customer interruption costs in
distribution system planning are described in detail. The practical distribution system
used in this chapter to illustrate the computation of the load point customer interruptions
costs has been extensively applied in Chapters 15, 16 and 19 for demonstrating
value-based predictive system planning methods, probabilistic distribution network
isolation, and restoration procedures and for determining distributed generation (DG)
equivalence to replace a distribution feeder requirement.

Chapter 15 presents a series of case studies of an actual industrial load area supplied
by two feeder circuits originating from two alternate substations. A basic conclusion of
this chapter is that expansion plans of an industrial distribution system can be optimized
in terms of reliability by using an economic criterion in which the sum of both the
industrial facility interruptions and the utility system costs is minimized. Society is
becoming increasingly dependent on a cost-effective reliable electric power supply.
Unreliable electric power supplies can be extremely costly to electric utilities and their
customers. Predictive reliability assessment combines historical outage data and
mathematical models to estimate the performance of specific network and system
configurations. Chapter 15 has expanded the customer interruption cost methodology
presented in Chapter 14 and applied to a practical distribution in illustrating the
value-based assessment of proposed modifications to an existing industrial distribution
system configuration to minimize the costs of interruptions to both the utility and the
utility’s industrial customers.

Chapter 16 presents a new restoration methodology for distribution system
configurations that maximizes the amount of load that can be restored after a grid
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blackout, substation outage, and distribution feeder line section outages and evaluates the
cost of load point interruptions considering feeder islanding and substation capacity
constraints. Several case studies with restoration tables have been presented and
discussed to clearly reveal the impact of distribution system capacity constraints on
load point reliability indices and the cost of load point interruptions. A recent report on
the U.S.–Canada blackout on August 14, 2003 revealed that the duration of restoring the
Eastern Interconnect to a normal operating configuration was lengthy and complicated.
One of the difficulties in modeling a power system is to represent the significant changes
in loading patterns that present themselves during the restoration process after a major
outage. The capacity of the equipment may be adequate during normal operating
conditions; however, it may be severely compromised during restoration procedures,
particularly the restoration of thousands of distribution system feeder circuits.

Chapter 17 presents a customer cost–benefit probabilistic approach to designing
meshed urban distribution systems. The customer value-based reliabilitymethodology is
illustrated using a practical urban distribution system of a Canadian utility. Achieving
high distribution reliability levels and concurrently minimizing capital costs can be
viewed as a problem of optimization. Using mathematical models and simulations, a
comparison of design concepts can be performed to compute the optimal feeder section
length, feeder loading level, and distribution substation transformer loading level. The
number of feeder ties and feeder tie placement in a meshed network are also optimized
through the models. The overall outcome of this analysis is that capital costs can then be
directed toward system improvements that will be most cost-effective in improving
distribution system reliability.

Chapter 18 discusses a reliability methodology to improve the radial distribution
feeder reliability performance normally prevailing in a rural environment using a simple
illustrative feeder configuration. As indicated earlier, historical distribution feeder
reliability assessment generally summarizes discrete interruption events occurring at
specific locations over specific time periods, whereas predictive assessment estimates
the long-term behavior of systems by combining component failure rates and repair
(restoration) times that describe the central tendency of an entire distribution of possible
values with feeder configurations. The outage time due to component failures can
substantially be reduced by protection and sectionalizing schemes. The time required to
isolate a faulted component by isolation and switching action is known as switching or
restoration time. The provision of alternative supply in radial networks normally
enhances the load point reliability. Fuses usually protect the lateral distributors
connected to the customers.

Chapter 19 delves into a reliability model for determining the DG equivalence to a
distribution facility for use in distribution system planning studies in the new competitive
environment. The primary objective of any electric utility company in the new competi-
tive environment is to increase the market value of the services by providing the right
amount of reliability and, at the same time, lower its costs of operation,maintenance, and
construction of new facilities to provide customers its services at lower rates. The electric
utility company will strive to achieve this objective by many means, one of which is to
defer the capital distribution facility requirements in favor of a DG solution by an
independent power producer (IPP) to meet the growing customer load demand. In this
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case, the distribution capital investment deferral credit receivedby the IPPwill depend on
the incremental system reliability improvement rendered by the DG solution. In other
words, the size, location, and reliability of the DG will be based on the comparable
incremental reliability provided by the distribution solution under considerations.

Chapter 20 discusses probabilistic models developed based on Poisson probability
distribution for determining the optimal number of transformer spares for distribution
transformer systems. Tomaintain adequate service reliability, a distribution utility needs
to maintain a certain number of distribution equipment in its inventory as spare
equipment. The outage of a transformer is a random event, and the probability
mathematics can best describe this type of failure process. The developed models have
been described by using illustrative 72 kV distribution transformer systems. Industry
average catastrophic transformer failure rate and a 1-year transformer repair or procure-
ment time have been used in examples considered in the chapter. Among the models
developed for determining the optimum number of transformer spares, the statistical
economics model provides the best result as it attempts to minimize the total system cost
including the cost of spares carried in the system.

Chapter 21 deals with service quality issues in terms of voltage sags and surges.
A voltage sag may be caused by a switching operation involving heavy currents or by
the operation of protective devices (including autoreclosers) resulting from faults. These
events may emanate from the consumer’s systems or from the public supply network.
Voltage sags and short supply interruptions may disturb the equipment connected to the
supply network and cause a consumer interruption. The conclusions of this chapter are
that some of the inconveniences created by power quality problems are made worse by
the fact that restarting an industrial process may take from a few minutes to a few hours.
This chapter attempts to answermany questions asked by a utility’s industrial customers.
The answers presented in Chapter 21 are based on the statistical characteristics of
the Canadian National Power Quality Survey.

1.4 CONCLUSIONS

This chapter has introduced the basic definition of the term ‘‘reliability‚in amore generic
form. The application of reliability techniques to power systems performance assessment
was discussed briefly. Power generation system reliability evaluation by using the
reliability techniques using the 1 day in 10 years loss of load expectation criterion is
an accepted practice in the electric power industry. Reliability assessments in transmis-
sion systems havemade great strides in recent years, and sophisticated computer models
are available for large-scale transmission system assessments.With the recentmovement
toward competition in the electric energymarket, increasing attention is being paid to the
utilization of probabilistic reliability techniques in distribution system assessments and
performance-based rate makings. This book is an attempt to achieve the objective of
providing distribution planning engineers simple and easy-to-use reliability models that
can be applied in routine distribution system cost–benefit enhancement planningwithout
resorting to sophisticated computer tools. The reliability concepts andmodels developed
and illustrated with practical system examples do not require knowledge of probability
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mathematics, and virtually all reliability assessment tasks can be performed by hand
calculations. It is important to note that the book does not purport to cover every known
and availablemethod in distribution system reliability planning, as it would require a text
of infinite length.
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2

FUNDAMENTALS OF
PROBABILITY AND STATISTICS

2.1 CONCEPT OF FREQUENCY

2.1.1 Introduction

In recent years, there has been a significant increase in public awareness on the subject
of probability and statistics. At present, nearly all high school mathematics courses
introduce some elementary level of probability and statistics topics to many students,
while at the university level, many liberal arts disciplines such as geography and
sociology require some knowledge of probability and statistical mathematics from
college-bound students. Moreover, probability and statistical mathematics are being
increasingly used by almost all academic disciplines. There are relatively few science
or social science disciplines that do not require knowledge of probability and statistics.
This chapter will introduce some basic theories associated with probability and
statistics.

It is awell-known fact that things in nature exhibit variations. People have different
heights, earn different incomes, and machines turn out parts that are not perfectly
identical—the list can go on infinitely. To analyze the data, we divide them into groups
and count the number of occurrences in each group. Consider two examples. In a bag of
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marbles, there are five blue ones, seven red ones, and three white ones; second, the
duration of distribution feeder outages for a particular substation lasted 8 times
between 0 and 1 h, 15 times between 1 and 2 h, 5 times between 2 and 3 h, and 3
times between 3 and 4 h, as illustrated in Fig. 2.1. In the first example, the groups
are classified by a qualitative characteristic, the color of the marble. We have the
information on howmanymarbles of each color there are, but that is the end. There is no
relationship between the groups. The second example is different. The groups are
classified by a quantitative characteristic, the duration of the outages, and there is a
quantitative relationship between the groups. It is this kind of classification that lends
itself to analysis. The groups are called classes and the number in each group is called
the frequency. This frequency can also be converted to relative frequency in percentage
of the total population. The classification of a group of items by some quantitative
characteristic is called a frequency distribution.

Duration of feeder outages in hours
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Figure 2.1. Frequency histogram of duration of feeder outages.
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Figure 2.2. Relative frequency histogram of duration of feeder outages.
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2.1.2 Concept of Class

The classes in the duration of feeder outages example have a class width of 1 h. Thewidth
can bemade narrower to have amore detailed description of the duration of feeder outages
resulting in more classes. In general, the classes have equal widths and are consecutive.

There are also classes that are discrete numbers instead of intervals, for example, age
of students (age rounded off to integers). As long as the discrete numbers are arranged
in some consecutive order, they form a frequency distribution that can be analyzed
systematically.

2.1.3 Frequency Graphs

The relationship between frequency or relative frequency and class can be shown
graphically as illustrated in Fig. 2.2. If shown as a bar graph, it is a histogram. Histograms
can also be used for qualitatively defined classes. If the midpoints of consecutive classes
are joined together with a line, it becomes a line graph. Sometimes the line graph is
smoothened, and an approximate, continuous frequency distribution is obtained. Line
graphs have no meaning if the classes are not quantitatively related.

2.1.4 Cumulative Frequency Distribution Model

Instead of the frequency of a class, the sum of frequencies of all proceedings or
subsequent classes can be shown as illustrated in Fig. 2.3. Cumulative frequency
distributions have a lot of applications, one of which is the load duration curve used
in generation capacity adequacy studies.

2.2 IMPORTANT PARAMETERS OF FREQUENCY DISTRIBUTION

The basic objective of constructing a frequency distribution is to analyze the pattern
of variation of a phenomenon. This pattern can be defined by several parameters.
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Figure 2.3. Cumulative frequency histogram of duration of feeder outages.
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2.2.1 Mean

Mean refers to the arithmetic mean or expected value. It is computed by summing the
values of all observations or items and by dividing the sum by the total number of
observations or items. In most frequency distributions, the values fall into different class
intervals, and the summation is done by calculating the product of the value of a class
and its frequency and summing over all classes. This sum will then be divided by the
total frequency. Mathematically, if Xi is the value of the ith class and fi is the frequency
of the ith class, then

Mean ¼
X

f ixiX
f i

ð2:1Þ

The mean represents the average value of each item in that frequency distribution,
such as the average height of a group of students in a class, the average income of
employees in a company, and so on.

2.2.2 Median

Median is the value of themiddle itemwhen all the items are arranged in either ascending
or descending order. It is the 50% point of the spectrum; so there are an equal number of
items on both sides of the median.

2.2.3 Mode

Mode is the value in a frequency distribution that occurs most often, that is, the value of
the class with the highest frequency. When represented in a graph form, it is the class
value corresponding to the highest point of the curve.

2.2.4 Standard Deviation

Standard deviation is a measure of the extent of variation in a frequency distribution.
It is defined as the square root of the average of squared deviations of the frequency
distribution. A deviation is the difference between the value of an item and themeanvalue,
and it could be negative. The squared deviation is the square of that and is always positive.
The average of squared deviations is obtained by summing all the squared deviations
in the frequency distribution and dividing by the number of items. Mathematically,

Standard deviation ¼ s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

f iðxi� ~xÞ2X
f i

vuut ; where ~x is the mean ð2:2Þ

The standard deviation is therefore a measure of the spread of the items about the
mean. For example, the three numbers 20, 25, and 30 have a mean of 25. The mean gives
a fairly good approximation of the three individual numbers. The numbers 5, 10, and 60
also have a mean of 25, but the mean does not come close to giving an indication of what
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the individual numbers are. The standard deviation tells the story; in the former case, it is
4.08, in the latter case, it is 24.83.

Problem 2.1

The following chart shows the seniority of 40 workers at a plant:

Seniority 1 2 3 4 5 6 8 9 11 15 18 20
Number 2 2 4 6 6 10 3 2 1 2 1 1

What is the average seniority?
What is the standard deviation?

Solution:

Average seniority ¼ �x ¼
P

f ixiP
f i

¼ ð2� 1Þþ ð2� 2Þþ ð4� 3Þþ ð6� 4Þþ � � � þ ð1� 20Þ
2þ 2þ 6þ 6þ � � � þ 1

¼ 6:33

Standard deviation ¼ s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

f iðxi� �xÞ2P
f i

vuut

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð1� 6:33Þ2þ 2ð2� 6:33Þ2þ 4ð3� 6:33Þ2þ � � � þ 1ð18� 6:33Þ2þ 1ð20� 6:33Þ2

2þ 2þ 4þ � � � þ 1þ 1

vuut
¼ 4:19

2.2.5 Variance

Variance is the square of the standard deviation and has more direct applications in some
statistical analyses than the standard deviation.

2.3 THEORY OF PROBABILITY

2.3.1 Concept

Probability in simple terms is a measure of how likely it is for an event to happen or take
place. The approach used is normally a relative frequency approach, that is, the number
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of outcomes in which the event of interest will take place expressed as a percentage
(or decimal) of the total number of possible outcomes assuming implicitly that all
outcomes are equally likely.

There are two kinds of situations usually encountered in this method. The first
one is when the number of outcomes is finite, and the probability is known exactly, for
example, the probability of rolling a “six” in a backgammon game in which two dice
are used is 5/36. The second situation is when the number of outcomes is infinite,
such as the probability of having a sunny day on Chinese New Year’s Day. The total
number of outcomes is all the Chinese New Year’s Day from the beginning of the
world to eternity, which is infinite and impossible to count, so the probability can only
be estimated from a limited account of past data. If in the past 10 years, 8 years have a
sunny Chinese New Year’s Day, the probability of having a sunny day on the next
Chinese New Year’s Day will be estimated to be 0.8. If, however, records of the past
25 years were used, it might be found that 22 years had sunny Chinese New Year’s
Day, giving a probability of 0.88. In this example, there is no exact probability as
there was for the rolling dice.

2.3.2 Probability Laws and Theorems

There are many laws and theorems pertaining to probability. The examples listed
below are some of the most fundamental and most frequently used. No rigorous
mathematical derivations are given.

1. The probability of an event occurring and probability of that event not occurring
always add up to 1.

PðAÞþPð�AÞ ¼ 1:0 ð2:3Þ

2. The probability of eventA or eventB or both occurring is equal to the probability
of event A occurring plus the probability of event B occurring minus the
probability of both events occurring simultaneously.

PðA [ BÞ ¼ PðAÞþPðBÞ�PðA;BÞ ð2:4Þ

3. The probability of two independent events both occurring is equal to the product
of the individual probabilities.

PðA \ BÞ ¼ PðAÞ�PðBÞ ð2:5Þ

4. The probability of event A given that event B has occurred is equal to the
probability of A and B both occurring divided by the probability of event B
occurring.

PðAjBÞ ¼ PðA \ BÞ
PðBÞ ð2:6Þ
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This is known as the conditional probability.No independence betweenA andB is
assumed. In fact, rearranging the terms gives the probability of both eventsA and
B occurring when A and B are not independent.

Someexampleswill clarify the last two theorems. Suppose there are 400boys and400
girls in a school and suppose one-quarter of the studentswear glasses. The probability that
a student picked at randomwill be a girlwearing glasses is 1/2� 1/4¼ 1/8 according to the
third theorem. The theorem applies because the two attributes are independent.

Now suppose 300 of the boys and 100 of the girls are interested in computer games.
The school has 400 students out of 800who like computer games. However, if a student is
picked at random, the probability of finding a boy who is interested in computer games
is not 400/800� 400/800¼ 0.25. It should be 300/800¼ 0.375 from first principles.
The Product Rule does not apply here because the two events, being a boy and being
interested in computer games, are not independent—boys seem to be more interested in
computer games than girls. Instead, the conditional probability of the fourth theorem
should be used.

Pðboy \ likes computer gamesÞ ¼ Pðboyjcomputer gamesÞ
�Pðlikes computer gamesÞ

¼ 300=400� 400=800
¼ 0:375

It does not matter which event is the dependent one and which event is the
independent one. The results will be identical:

Pðlikes computer games \ boyÞ ¼ Pðlikes computer gamesjboyÞ � PðboyÞ
¼ 300=400� 400=800
¼ 0:375

2.4 PROBABILITY DISTRIBUTION MODEL

2.4.1 Random Variable

Most probability and statistical problems involve a number that canvary between a range
of values. This number is the value of the item under consideration and is determined by
a random process and hence it is called a random variable. The random variable can take
on any valuewithin the range, but the probability that it will assume a certain value varies
depending onwhat value it assumes. Using the backgammon example again, the possible
rolls of the two dice are from “two” to “twelve” but probability of each roll is not the
same as illustrated in Fig. 2.4. If the probability is plotted against the roll, the graph
given in Fig. 2.5 will be obtained.

The graph is called a probability distribution. This probability distribution is a
discrete one because the values of the rolls can only be integers. If the random variable is
continuous and can take on any value within the range, then it will be a continuous
probability distribution.
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2.4.2 Probability Density Function

In a discrete probability distribution, the ordinate of the random variable represents the
probability that the random variable will take on that particular value, for example, the
bar height of the roll “seven” in Fig. 2.5 is 0.1667 (one-sixth), which is the probability of
rolling a “seven.” The sum of the heights of all the bars is 1. This representation runs into
difficulty with continuous probability distributions. Since the random variable can
assume an infinite number of possible values, the sum of all these probabilities will
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Figure 2.5. Probability distribution of the sum of faces of two dice tossed.
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add up to infinity. The way to overcome this problem is by introducing the probability
density function.

In a probability density function, the ordinate of the randomvariable x represents the
probability density and not the probability itself. The probability is represented by the
area under the curve, so the probability of x falling between A and B is the area under
the curve between x¼A and x¼B, and the probability of the random variable being
equal to a certain value exactly is zero because the area of a line is zero. The area under
the entire curve is, of course, equal to 1. The probability density function can usually be
represented by a mathematical expression, for example,

f ðxÞ ¼ 1

a
e�x=a ð2:7Þ

The area under the curve from point A to point B can be found by integration.

Probability ðA <x <BÞ ¼
Z B

A

f ðxÞ dx ð2:8Þ

For application purposes, there are tables for the calculation of area under the curve as
long as the end limits are known.

For discrete probability distributions, there are no continuous curves, just bars at
the discrete values that the random variable may take on. The heights of the bars are
the respective probabilities and no integration is necessary. For ascertaining cumulative
probabilities, however, it is required to calculate the heights of the bars separately and
sum them up whereas with a continuous probability density function, all that has to be
done is integration between the proper limits. For common discrete probability dis-
tributions, there are standard tables for cumulative probabilities.

2.4.3 Parameters of Probability Distributions

The mean of a probability distribution is the average value of the random variable. It is
analogous to the mean of a frequency distribution. For a discrete distribution, the mean
value of the random variable is given by

�x ¼
X

PðxiÞxi ð2:9Þ

For a continuous probability distribution,

�x ¼
Z

x�f ðxÞ dx ð2:10Þ

The mean is not necessarily in the middle of the range of possible x’s. However,
there is an equal chance for the random variable x to fall on the lower side of x as on the
higher side. In a continuous probability distribution, this means the area under the curve
is divided into two equal halves at x ¼ �x .
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The standard deviation is defined in the sameway as that for frequency distributions.

s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
ðxi� �xÞ2PðxiÞ

q
ð2:11Þ

For a continuous distribution, this becomes

s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZ
ðx� �x2Þf ðxÞ dx

s
ð2:12Þ

2.4.4 The Binomial Distribution

An example will illustrate this probability distribution very clearly. Consider the
probability of rolling a fair die and getting a “six” two times out of three tosses. Work
from first principle:

Probability of rolling a “six”¼ 1/6

Probability of not rolling a “six,” that is, X¼ 5/6

To get two “sixes” out of three tosses, there are three ways:

6 6 X, Probability¼ 1/6� 1/6� 5/6¼ 5/216

6 X 6, Probability¼ 1/6� 5/6� 1/6¼ 5/216

X 6 6, Probability¼ 5/6� 1/6� 1/6¼ 5/216

The probabilities of the three sequences are the same. Each consists of the
probability of rolling a “six” raised to the power 2 (the number of “sixes” required)
times the probability of not rolling a “six” raised to the power of 1 (the number of
“non-sixes” required). The number of sequences is the number of possible combinations
of two objects out of three. Multiply the three terms together and we get the required
probability. Total probability¼ 3� (1/6)2� (5/6)¼ 5/72.

The process can be generalized by the binomial theorem as follows:

PðxÞ ¼ nCxp
xð1� pÞn�x ð2:13Þ

where n is the number of trials, x is the number of successful trials required, nCx¼
n!/(n � x)!x!) is the number of combinations of x objects out of n, and p is the
probability of success.

This term is readily recognized as the px term in the expansion of the binomial term
[pþ (1 � p)]n. For the above example,

ð1=6þ 5=6Þ3 ¼ ð1=6Þ3þ 3ð1=6Þ2ð5=6Þþ 3ð1=6Þð5=6Þ2þð5=6Þ3

This is no coincidence. In fact, the first term represents the probability of rolling
three “sixes,” the second term two “sixes” and one “non-six,” the third term one “six”
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and two “non-sixes,” and the fourth term three “non-sixes.” Since that covers all
possibilities, the sum of all these probabilities must be 1. That is automatically true
because [pþ (1 � p)]n is always equal to 1 regardless of what p and n are. The plot of
P(x) versus x for all the n terms is a binomial probability distribution and is shown in
Fig. 2.6.

Here, n and p are the parameters of the distribution that determine the shape of the
binomial distribution. The mean of the distribution is

P
PðxiÞxi ¼ p and the standard

deviation s ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pð1� pÞp

. Calculation of individual terms of the binomial distribution is
not too difficult with a calculator. Calculations of the cumulative probability can be
tedious, but there are tables available. Also for large n, the binomial distributions can be
approximated by other distributions.

Problem 2.2

It is known that 5% of the insulators are defective. What is the probability of finding three or
more defective insulators in a string of five?

Solution:
Defective rate p¼ 0.2.
Probability of finding three or more defectives in five is given by

PðxÞ ¼ nCxp
xð1� pÞn�x ðSection 2:4:4Þ
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Figure 2.6. Binomial probability distribution n¼3, p¼1/6.
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Pð3Þ ¼ 5C3ð0:2Þ3ð0:8Þ5� 3

¼ 5� 4� 3� 2� 1

ð3� 2� 1Þ � ð2� 1Þ ð0:2Þ
3ð0:8Þ2

¼ 0:0011

Pð4Þ ¼ 5C4ð0:2Þ4ð0:9Þ5� 4

¼ 5ð0:2Þ4� ð0:8Þ
¼ 0:0064

Pð5Þ ¼ 5C5ð0:2Þ5ð0:8Þ0

¼ 0:00032

Probability of three or more defectives

¼ Pð3ÞþPð4ÞþPð5Þ
¼ 0:00782

¼ 0:782%

Problem 2.3

If there are three good insulators in a string of four, for 72 kV line, the probability of flashover is
quite small (0.02%). On a 72 kV line, salvaged insulators with 10%defectives are used.What is the
probability that a string will have fewer than three good insulators? The engineering manager
decides to add one unit to each string. How does that help?

Solution:
If percentage of defectives is 10, probabilities of getting zero, one, or two good insulators in a string
of five are

Pð0Þ ¼ 4 C0ð0:8Þ0ð0:2Þ4¼ð0:2Þ4¼0:0016

Pð1Þ ¼ 4 C1ð0:8Þ1ð0:2Þ3¼4� 0:8� 0:008¼0:0256

Pð2Þ ¼ 4 C2ð0:8Þ2ð0:2Þ2¼0:1536

Pð0ÞþPð1ÞþPð2Þ ¼ 0:0016þ 0:0256þ 0:1536 ¼ 0:1808 ¼ 18:08%

If length of string is increased to 5,

P(0)¼ 5C0(0.8)
0(0.2)5¼ 0.00032

P(1)¼ 5C1(0.8)
1(0.2)4¼ 0.0064

P(2)¼ 5C2(0.8)
2(0.2)3¼ 0.0512
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The probability of having less than three good insulators is

Pð0ÞþPð1ÞþPð2Þ ¼ 0:0579 ¼ 5:79%

The probability of inadequate insulation drops from over 18.08% to 5.79%.

2.4.5 The Poisson Distribution

Poisson distribution is a discrete probability distribution with an infinite number of
possible points for the random variable. The probability that the random variable will
take on a value x is given by

PðxÞ ¼ mx e�m

x!
ð2:14Þ

where m is a parameter of the distribution. Indeed, it is the mean and the standard
deviation that are

ffiffiffiffi
m
p

. The Poisson distribution describes the probability of occurrence
of a randomevent for a specified number of timeswithin a given interval of time or scope.
Although the average number of occurrences is m in the long run, there is always a chance
that for a particular interval, the number of occurrences is something other than m.
For example, during a lightning storm, there are, say, two strokes per minute on an
average, that is, m¼ 2; but for any given minute, there is always a chance that there are
0, 1, 2, 3, . . . strokes. In fact,

P(0)¼ 13.5335%

P(1)¼ 27.0671%

P(2)¼ 27.0671%

P(3)¼ 18.0447%

P(4)¼ 9.0224%

P(5)¼ 3.6089%

Like the binomial distribution, the Poisson distribution can be approximated by
continuous probability distributions. It is used as an approximation for the binomial
distribution in many cases. There are tables giving the cumulative probabilities.

Problem 2.4

The failure of power transformers is assumed to follow a Poisson probability distribution. Suppose
on average, a transformer fails once every 5 years. What is the probability that it will not fail in the
next 12 months? That it will fail once in the next 24 months?

Solution:

Failure rate ¼ once in 5 years

¼ 0:2=year

Number of expected failures in 12 months¼ 0.2.
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Probability of having zero failures is given by

Pð0Þ ¼ ð0:2Þ
0
e� 0:2

0!

¼ 0:8187

Number of expected failures in 24 months¼ 0.2� 2¼ 0.4.
Probability of having exactly one failure in that period is

Pð1Þ ¼ ð0:4Þ
1
e� 0:4

1!

¼ 0:2681

2.4.6 The Exponential Distribution

The exponential distribution is a continuous probability density function (i.e., the area
indicates the probability) given by the formula

f ðxÞ ¼ l e� lx ð2:15Þ

where l is a parameter of this probability function. It extends from 0 to ? and is
illustrated in Fig. 2.7.

The exponential distribution describes a probability that decreases exponentially
with increasing x. That probability is indicated by the area under the curve to the right
of x, which extends to ? as illustrated in Fig. 2.8.

RðxÞ ¼
Z?
x

l e� lx dx ¼ e� lx ð2:16Þ

f (x)

0

λ λ
e
–  x

Exponentia l
density
function

x

Figure 2.7. Exponential distribution.
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where R(x) is the probability that the random variable is greater than x and Q(x) is the
probability that the random variable is less than or equal to x.

The mean of the exponential distribution can be found from the formula

m ¼
Z?
0

xl e�lx dx ¼ 1

l
ð2:17Þ

The standard deviation is given by

s ¼
Z?
0

x� 1

l

� �2

l e� lx dx ¼ 1

l
ð2:18Þ

The parameter l and the mean 1/l all have significant physical meanings when the
exponential distribution is applied to reliability assessments.

2.4.7 The Normal Distribution

Normal distribution is the most widely used probability distribution due to the fact that
most things that are phenomena in nature tend to follow this distribution. It is a good
approximation for many other distributions such as the binomial when the population is
large. It is a continuous distribution; hence, the curve is the probability density function
that takes on a symmetrical bell shape as illustrated in Fig. 2.9. The mathematical
formula for the probability density function is

f ðxÞ ¼ 1ffiffiffiffiffiffiffiffiffi
2ps
p e�ðx�mÞ2=2s2 ð2:19Þ

x
R(x)

f(x)

0 x

λe–λx
Exponentia l

density
function

Q(x)

Figure 2.8. Areas under the exponential density function. Note: Q(x)¼ 1 � R(x) because the

total area under the density function equals 1.
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There are two parameters with this distribution, m and s. It can be proved that the
mean is m and the standard deviation is s. Being symmetrical, the mean m naturally
coincides with themidpoint of the bell-shaped curve. The area under the curve represents
probability. The curve extends from �? to ?; however, the areas at the tail ends are
negligible. Over 99% of the area falls within�3s, that is, three standard deviations from
themean. Very often, instead of using the actual value of x, measurement is done in terms
of standard deviations from the mean and is called z. The mean becomes zero on this
normalized scale as shown in Fig. 2.10. If the mean value of the normal curve is set at
zero and all deviations are measured from the mean in terms of standard deviations,
the equation for the normal curve in standard form for Y becomes

Y ¼ 1ffiffiffiffiffiffi
2p
p
� �

e� z2=2; where z ¼ ðx�mÞ=s ð2:20Þ

For example, suppose m¼ 520 and s¼ 11. A value of x¼ 492.5 is 2.5 standard
deviations below the mean. On the normalized scale, x¼ 492.5 simply becomes
z¼ � 2.5. There are tables for computing the area under a normal distribution curve,
and these tables are all based on the normalized scale.

x
μ

f (x)

−∞∞ ∞

Figure 2.9. Normal probability density function.

Figure 2.10. Normalized normal probability density function. The area from z¼ � 1 to z¼1 is

68.28%; from z¼ �2 to z¼2 is 95.48%; and from z¼ �3 to z¼3 is 99.76%.
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Problem 2.5

In a normal distribution, what percentage is within 1.6 standard deviations from the mean?

Solution:
Refer to the normal distribution shown in Table 2.1.

z ¼ 1:6 corresponds to 0:4452

This is the shaded area.
The question says “within 1.6 standard deviations from the mean,” which includes the other

side of the mean (i.e., area corresponding to z¼ � 1.6).

So the area within 1:6 standard deviation from the mean

¼ 0:4452� 2

¼ 0:8904

¼ 89:04%

2.5 SAMPLING THEORY

2.5.1 Concepts of Population and Sample

In statistics, the totality of things, persons, events, or other items under study is called the
population. There is certain information about the population that needs to be ascer-
tained. This information can be collected from the entire population; however, this is
often impractical and sometimes impossible, so sampling is used. A sample is a part of
the population selected so that inferences can bemade from it about the entire population.

2.5.2 Random Sampling Model

In order for the information provided by the sample to be an accurate representation
of the population, there are two fundamental requirements, namely, the sample must be
a part of the population and theremust be no bias in selecting the sample, that is, it should
be a random sample.

To achieve the accuracy desired, there are other principles and rules to follow, such
as the sample size to use and the techniques to select the sample. It must be recognized
that there is always the probability of error in sampling because part of the population has
been missed out. The error, however, can be predicted and controlled. If decisions are
made based on sampling information, the probability of error will be known and the risk
can hence be gauged. Sampling methods can be designed to suit the need. On the
contrary, a complete census is not always free of error in practice, and these errors are
hard to predict and control.

2.5.3 Sampling Distributions

When a sample is selected and the characteristics of interest of each unit in the sample
are observed or tested, a set of statistics such as mean, standard deviation, and so on
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is obtained. The basic purpose of sampling is to deduce the corresponding statistics of
the population from these sample statistics. To do so, it is important to know how
representative a sample statistic is of the corresponding population statistic, that is, how it
deviates from the population statistic. For any one sample, the sample statistic could be
above, below, or even right on the population statistic; however, if many samples are
drawn and the sample statistic for each sample is worked out, it will be found that their
values are distributed in a certain pattern that can be described by a probability
distribution. This is called the sampling distribution of that statistic. Sampling
distributions have different forms, depending on the statistic in question and the
population from which the samples are drawn; however, when the sample size is large
enough, they all become approximate normal distributions. This very useful result is
known as the central limit theorem.

2.5.4 Concept of Confidence Limit

Themeanof the samplingdistribution isobtainedfromallpossiblesamples.Thenumberof
all possible samples is enormous; thereby, it is a much more reliable estimator for the
population statistic than the value that is based on just one sample. This sampling
distribution mean is an unknown quantity, since the sampler is not going to draw all these
samples—as the sampler will be drawing only one sample. A relation exists, however,
between the single sample statistic and the sampling distributionmeanwhen the sampling
distribution is a normaldistribution.The sample statistic is a pointon thenormal curve, and
the probability that it is within a given distance from the sampling distribution mean is
known. For example, there is a 99%chance that it iswithin 2.58 standarddeviations, a 95%
chancethat it iswithin1.96standarddeviations,andsoon.Thispercentage,ameasureofthe
accuracy of the prediction, is known as the confidence level. Note that a higher confidence
level is offset byawider range, andanarrower range is accompaniedbya lower confidence
level. In other words, there is a trade-off between accuracy and precision.

The parameter that is required in linking the sample statistic to the sampling
distribution mean is the standard deviation of the sampling distribution. This parameter
sx depends on the population size N, sample size n, and the standard deviation of the
population s and is given by

sx ¼
ffiffiffiffiffiffiffiffiffiffiffi
N� n

N� 1

r
sffiffiffi
n
p ð2:21Þ

Frequently, the standard deviation of the populationN is not known, and the standard
deviation of the sample, s, is used as a substitute. The value of s can always beworked out
once the sample is selected.

2.5.5 Estimation of Population Statistic

The basic purpose of sampling is to find out something about the population from a
sample. Thus far, we have established the relationship between the sample statistic and
themean of the sampling distribution of that statistic. The next step is to establish the link
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between the sampling distribution mean and the value of that statistic for the entire
population. For the two most frequently used statistics, namely, the mean and the
proportion, this relationship is very simple. The sampling distribution mean coincides
with the population statistic. Hence, the process of going from a single sample to the
estimation of the population statistic is complete.

Example 2.1

Out of 30,000 insulators, a sample of 3000wasdrawnand 30were found to be defective.What is the
percentage defective of the population at 99% confidence level?

Proportion of defectives in the sample p ¼ 0:03

Standard deviation of sample s ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:03� 0:97
p ¼ 0:171

Standard deviation of sampling distribution sx ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
30; 000� 3000

30; 000� 1

s
� 0:171ffiffiffiffiffiffiffiffiffiffi

3000
p

¼ 0:003

99% confidence level) 2.58 standard deviations from the mean.

Percentage defective in population¼ 0.03� 2.58� 0.003¼ 3� 0.77%.

Problem 2.6

Twenty ground rods were tested in a station area with 500 ground rods. The sample results are as
follows:

17 25 32 10 6 5 8 9 12 17
46 64 83 70 10 15 2 8 29 11

What is the 90% confidence interval?

Solution:
The mean and standard deviation of the sample are computed:

�x ¼
X

f ixiX
f i
¼ 17þ 25þ 32þ � � � þ 29þ 11

20

¼ 23:95

s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

f iðxi� 23:95Þ2X
f i

vuut ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð17� 23:95Þ2þð25� 23:95Þ2þð11� 23:95Þ2

20

vuut

¼ 22:98
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To estimate the population mean from the sample statistics, the following formulas are used:

Population mean ¼ sample mean� z

ffiffiffiffiffiffiffiffiffiffiffi
N� n

N� 1

r
sffiffiffi
n
p ðSection 2:5:5Þ

For 90% confidence level, z¼ 1.645

So the 90% confidence interval ¼ �1:645
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
500� 20

500� 1

s
� 22:98ffiffiffiffiffi

20
p

¼ �8:29

Problem 2.7

One hundred poles out of 2000were tested and fivewere found to be rotten.Wewant to state thatwe
are 90% confident that the percentage of rotten poles does not exceed a certain value. What is that
percentage?

Solution:
The sample proportion (of defectives) and standard deviations are computed:

p ¼ 5

100
¼ 0:05

Standard deviation ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:05ð1� 0:05Þp

¼ 0:2179

The population defective proportion is given by

�p � pþ z

ffiffiffiffiffiffiffiffiffiffiffi
N� n

N� 1

r
sffiffiffi
n
p

Sincewe are interested in the upper limit only, the confidence limit is a one-sided one; at 95%
confidence, z¼ 1.96.

�p � 0:05þ 1:96

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2000� 100

2000� 1

s
� 0:2179ffiffiffiffiffiffiffiffi

100
p

¼ 0:0894 ¼ 8:94%

2.5.6 Computation of Sample Size

It is intuitively clear that a larger sample gives a better estimate of the population, but it
also costsmore, so the choice of sample size is a compromise between accuracy and cost.
Sample size is related to accuracy through the following formulas:

�x ¼ x� zsx ð2:22Þ
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sx ¼
ffiffiffiffiffiffiffiffiffiffiffi
N� n

N� 1

r
sffiffiffi
n
p ð2:23Þ

Rearranging,

j�x� xj ¼ zsx ð2:24Þ

h ¼ z

ffiffiffiffiffiffiffiffiffiffiffi
N� n

N� 1

r
sffiffiffi
n
p ð2:25Þ

The term j�x� xj is the magnitude of the difference between the sample statistic
and the true population statistic, which is called the half width of the confidence
interval and denoted by h. It represents the maximum possible error (within the
confidence level); for instance, in Example 2.1 in Section 2.5.5, percentage defective
in the population (at 99% confidence level) is 4� 1.5%. That means the maximum error
is 1.5%; however, it could be less. z depends on the confidence level desired; for example,
for 95% confidence level, z¼ 1.96. Standard deviation s of the population is unknown
and has to be estimated.

So after determining the maximum error h that can be tolerated and the confidence
level desired, the sample size n required can be calculated provided that the population
size N is known and the population standard deviation s is known or estimated.

n ¼ s2

ðh2=z2Þþ ðs2=NÞ ð2:26Þ

If N is very large, this is simplified to

n ¼ ðszÞ
h2

2

ð2:27Þ

Example 2.2

In ground testing, we want the error to be within 5W at 95% confidence level. The standard
deviation of ground rod resistances is 8W, from previous years’ experience. If we go into a station
area with 450 rods, how many should be tested?

N ¼ 450

s ¼ 8

h ¼ 5

z ¼ 1:96

n ¼ 82

ð52=1:962Þþ ð82=450Þ ¼ 9:6
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Problem 2.8

An opinion poll was taken to find out the percentage of the population, which supports the Green
Party. If the result is to bewithin five percentage points at a 95% confidence level, what sample size
should be used? (Assume that the support is around 40%.)

Solution:
The sample size for an infinite population is given by

n ¼ sz

h

� �2
ðSection 2:5:6Þ

s is usually not known and has to be estimated as follows:
In the case of proportions,

s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p� ð1� pÞ

p
If p is estimated to be 0.4, s¼ 0.6197.

z for 95% confidence is 1.96.

n ¼ 0:6197� 1:96

0:05

0
@

1
A

2

¼ 590

Problem 2.9

The average weight of a batch of 3000 screws is determined by sampling. If the standard deviation
of the weights is 0.2 g, what sample size has to be used so that we are 99% sure that the sampling
result is within 0.04 g of the true average?

Solution:

Sample size for a finite population is given by

n ¼ s2

ðh2=z2Þþ ðs2=NÞ

¼ ð0:2Þ2
½ð0:04Þ2=ð2:575Þ2� þ ½ð0:2Þ2=3000� ðz for 99% confidence is 2:575Þ

¼ 157

2.6 STATISTICAL DECISION MAKING

A statistical decision is simply a decision based on the result of random sampling. There
is a possibility that the decision made is wrong, but the probability of making the wrong
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decision, that is, the risk, is known. Also, the decision-making process can be structured
to control the errors.

2.6.1 Procedure of Decision Making

For ease and clarity of analysis and discussion, the statistical decision-making process
usually takes the following form.

A hypothesis is stated. A random sample is drawn to test the hypothesis. Two
alternative actions are possible:

Action 1¼ accept the hypothesis (and act accordingly)

Action 2¼ reject the hypothesis (and act accordingly)

A decision rule has to be made to lead from the sampling result to the actions.

Example 2.3

It is suspected that the poles on a power line are rotting. If more than 25% are rotten, a changeout
program should be initiated.

Hypothesis: More than 25% of the poles are rotten
Sampling: 50 poles out of 2000 are checked

Actions: 1. Hypothesis is true—changeout required
2. Hypothesis not true—no changeout required

Decision rule: If sample shows more than 10 rotten poles conclude Action 1,
otherwise conclude Action 2.

2.6.2 Types of Error

There are two kinds of errors possible:

. Type I error: rejecting the hypothesis when it is true.

. Type II error: accepting the hypothesis when it is false.

Using the above example of changing out rotten poles, we want a changeout if the
real percentage of rotten poles is 25% or more, but our decision rule is that if the
proportion of rotten poles in the sample is more than 10/50¼ 0.2, we have to do a
changeout. When the population proportion of rotten poles is 0.25, the population
standard deviation is

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:25� ð1� 0:25Þp ¼ 0:433. If we draw samples from this

population, the mean of the sampling distribution will also be 0.25, and the standard
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deviation of the sampling distribution will be

sx ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2000� 50

2000� 1

r
0:433ffiffiffiffiffi

50
p ¼ 0:06

There is an 80% chance that our sample proportion will be higher than 0.2 (shaded
area in Fig. 2.11), leading us to conclude that 25% of the population is rotten and a
changeout is needed (correct decision). Twenty percent of the time, our sample
proportion will fall below 0.2 and we will conclude erroneously that the population
proportion of rotten poles is less than 25% (Type I error). Note that if the decision rule is
changed, say, to 13 rotten poles in 50 instead of 10 in 50, all these percentages will be
different. Also note that the above calculation is for a population with 25% rotten poles.
For different percentages of rotten poles in the population, the above calculation can be
repeated to obtain different sets of probabilities of making correct decisions and making
wrong decisions. The probabilities for populations with 20% and 30% rotten poles are
listed in Table 2.2 and shown in Fig. 2.12 as an illustration.

TABLE 2.2. Probabilities for Populations with 20% and 30% Rotten Poles

Probability of Actions

Percentage of Rotten
Poles in Population Action 1 Action 2 Error Probability

20 50% 50% Type II 50%
25 80% 20% Type I 20%
30 94% 6% Type I 6%

Decision
line

25% rotten poles

σx = 0.06

0.250.20

z
0–1–2 321–3

Figure 2.11. Sampling distribution sx¼0.06.
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Problem 2.10

A utility’s policy is that if the average ground rod resistance in a station area is over 25W, it will
have to be retested the following year. In a station area with 1000 rods, 40 were tested. To be on the
safe side, the area manager decided that if the average of these 40 rods was over 20W, the station
area would be marked for retest the next year. Records from past years indicated that the standard
deviation of rod resistances was 12W. Using the area manager’s rule, what was the Type I error
when the actual average resistance of the areawas 20W?Whatwas theType II errorwhen the actual
average resistance was 23W? What would be the respective errors if the retest criterion was set at
25W (instead of 20W)?

Solution:

Population¼ 1000

Population standard deviation¼ 12W
Sample size¼ 40

Decision
line

Decision
line

20% rotten poles

σx = 0.056

0.250.20

 z
 0–1–2  3 2 1–3

30% rotten poles
σx = 0.056

0.250.20

 z
 0–1–2  3 2 1–3

0.30

Figure 2.12. Sampling distribution sx¼ 0.056 for 20% and 30% rotten poles.
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Case I

Population average¼ 26W
Decision rule¼ 20W

that is, if the sample average is under 20W, we will conclude that the population average is under
25W, which is not true—a Type I error.

The Case I sampling distribution curve is shown in Fig. 2.13.
Standard deviation of sampling distribution¼s=

ffiffiffi
n
p ¼ 12=

ffiffiffiffiffi
40
p ¼ 1.897W.

20W!z ¼ 20� 26

1:897
¼ � 3:16

(from normal distribution tables for z¼ 3.16)
Probability of getting a sample of under 20W¼ shaded area¼ 0.08%.

Case II

Population average¼ 23W
Decision rule¼ 20W

that is, if the sample average is over 20W, wewill conclude that the population average is over 25W,
which is not true—a Type II error.

The Case II sampling distribution curve is shown in Fig. 2.14.
Standard deviation of sampling distribution¼s=

ffiffiffi
n
p ¼ 12=

ffiffiffiffiffi
40
p ¼ 1.897W.

20W!z ¼ 20� 23

1:897
¼ � 1:58

(from normal distribution tables for z¼ 1.58)
Probability of getting a sample of under 20W¼ shaded area¼ 0.443þ 0.5¼ 94.3%.
The implication of shifting the decision rule from 25 to 20W is that we will practically never

let anything over 25W slip through, while wrongly rejecting many populations in the range of 20–
25W as shown in Figs. 2.15 and 2.16 for Case I and Case II.

Probability of getting a sample of under 20 W

2620

Figure 2.13. Sampling distribution Case I.
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2523

Figure 2.16. Sampling distribution Case II if the decision rule is set at 25�.

Probability of getting a sample of under 20 W
2320

Figure 2.14. Sampling distribution Case II.

2625

Figure 2.15. Sampling distribution Case I when the decision rule is set at 25�.
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If the decision rule is set at 25W,
In Case I:

25W) z ¼ 25� 26

1:897
¼ 0:527

Probability of making Type I error¼ shaded area¼ 30%.
In Case II:

25W) z ¼ 25� 23

1:897
¼ 1:054

Probability of making Type I error¼ shaded area¼ 14.6%.

2.6.3 Control of Errors

Looking at the figures in Section 2.6.1, one will realize that the decision rule is actually
the decision line on the sampling distribution curve. If that line ismoved to the right, Type
I error will increase, but Type II error will decrease. Sometimes one type of error is more
serious than another. The decision rule can then be adjusted so as tominimize that type of
error but the other type of error will increase. For example, in acceptance sampling, we
canmake the accept/reject criteriamore stringent.As a result, not only fewer bad lotswill
slip through but also more good lots will be rejected.

There is a way to reduce both types of errors simultaneously. That is by increasing
the sample size, but again, there is a compromise between accuracy and cost.

2.7 CONCLUSIONS

This chapter has introduced the basic concepts and principles of some commonly used
probability theories in reliability assessments using simple numerical examples. Ap-
plications of different distributions in solving some typical every day problems were
illustrated in an easy-to-understand manner. Statistical analysis of real problems plays a
vital role in every day decision making in many businesses and industries. The
probability theories will be enhanced via frequent examples in later chapters, and their
importance in real-world situations will be made obvious.
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3

RELIABILITY PRINCIPLES

3.1 FAILURE RATE MODEL

3.1.1 Concept and Model

Since every piece of equipment in a systemwill eventually fail if it is in service for a long
period, there is a failure rate associated with each one. For some items, the failure rate is
quite significant while for others it could be extremely low.

Failure rate is defined as the number of expected failures per unit in a given time
interval. It is just an expected value—the actual number of failures in any given time
intervalmay differ from this; for example, a computer with a failure rate of 12 failures per
year does not necessarily have one failure every month. For a group of equipment or
components, the number of expected failures is equal to the number of units in the group
times the failure rate. In calculating the failure rate of a group of units, the total operating
time of the units should be used instead of the chronological time. The formula is

Failure rate; l ¼ number of failures

total operating time of units
ð3:1Þ
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Example 3.1

Ten transformers were tested for 500 h each and four transformers failed after the following test
time periods:

one failed after 50 h

one failed after 150 h

two failed after 400 h

What is the failure rate for these types of transformers?

Total operating time of units

¼ ð1� 50þ 1� 150þ 2� 400þ 6� 500Þ unit h
¼ 4000 unit h

l ¼ 4

4000
¼ 0:001 failures=unit h

This is the failure rate of each of these transformers. If there are 1000 transformers in the system,
we can expect 1000� 0.001¼ 1 failure/h somewhere in the system.

Problem 3.1

Thirty motors were tested for 200 h. Five motors failed during the test. The failures occurred after
the following test times:

Motor 1 60 h

Motor 2 71 h

Motor 3 157 h

Motor 4 160 h

Motor 5 170 h

What is the estimated failure rate?

Solution:

Total number of unit operating hours

¼ 60þ 71þ 157þ 160þ 170þ 25� 200

¼ 5618 unit h

Failure rate; l ¼ number of failures

total unit operating time

¼ 5=5168 unit h
¼ 0:00092 failures=h

3.1.2 Concept of Bathtub Curve

The life of equipment usually has the following three major distinguishable periods:

1. Infant mortality period

2. Useful life period

3. Wear-out period
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In the infant mortality period, the failure rate is high due to the presence of weak
spots from the manufacturing process such as poor workmanship, substandard
components, and so on. As these weaknesses are manifested one by one by the
stress of operation, the failure rate keeps decreasing until a low constant level is
reached. The equipment then enters the useful life period where failures are due to
chance and occur at random times. Although failures occur at unpredictable moments
and irregularly, in sufficiently long periods of equal length (say, a year), the same
number of failures occur. Failures in this period are also independent of the age of the
equipment. This period eventually ends when the components of the equipment start
to wear out. From this time on, the failure rate rises rather rapidly due to deterioration.
Actually, chance failures still occur; but the overall failure rate is dominated by the
wear-out process.

If the failure rate is plotted against time, a bathtub-shaped curve will result as
illustrated in Fig. 3.1.

Most reliability work deals with the useful life period when the failure rate is
constant and the exponential distribution applies. Thewear-out period is of some interest
too and is usually modeled by either the normal distribution or the Weibull distribution,
one of the several possible distributions.

3.2 CONCEPT OF RELIABILITY OF POPULATION

3.2.1 Theory of First Principles

Reliability is the probability of not failing in a specified time interval. Applied to a
population of equipment, it is equal to the proportion of the original population that
survives after that given time as illustrated in Fig. 3.2. If the original population isNo and

Figure 3.1. Bathtub curve failure rate versus time.
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Nf of them fail after time t, leaving Ns surviving, the reliability at time t is

RðtÞ ¼ NsðtÞ
No

¼ No�NfðtÞ
No

ð3:2Þ

where No is the original number of components in the population, Ns(t) is the number of
components surviving at time t, and Nf(t) is the number of components failed at time t.

If the failure rate is constant, then the number of failures in successive equal time
intervals (say, successive years) will be decreasing because the population is also
decreasing. In other words, the population will decrease at an ever slower rate. Since
reliability is the surviving population expressed as a proportion of the original popula-
tion, the rate of decrease of reliability also gets ever slower with time.

Because the actual number of failures in a time period depends on where that period
is with respect to the starting date, that is, the age of the population, such problems are
usually performed in a stepwise fashion, as illustrated in Table 3.1.

Theannual reliability, obtainedbyexpressing thepopulationat theendof theyear as a
proportion of the population, is roughly constant, under a constant failure rate. The actual
number of failures per year is decreasing because the population is decreasing. The last
column“Reliability” is theprobability that aunitwill survive thegivennumberofyears. It
is equal to the number of surviving units divided by the original population as stated in the
formulaR(t)¼Ns /No, and it canalsobederivedbymultiplying theannual reliabilityof the
year in question by the cumulative reliability of the year before. This “step method” is
especiallyusefulwhen there arediscontinuities in thepopulation. In theabove-mentioned
example, if 9 units were shut down for economic reasons at the end of Year 4 so that only
56 (instead of 65) were in service at the beginning of Year 5 and again 6 failed leaving

TABLE 3.1. Stepwise Illustration of Failures with the Age of Population

Year Population Failures
Annual
Reliability

Cumulative
Reliability

0 100 0 1.000 1.0
1 90 10 0.900 0.9
2 81 9 0.900 0.81
3 73 8 0.901 0.73
4 65 8 0.890 0.65
5 59 6 0.908 0.59

Figure 3.2. Number of failing and surviving components at a function of time.
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50units at theendofYear5, thecalculationof reliability after5yearswill bedifficult using
theNs/No formula. IfNs is takentobe59, the reliabilitywillbe0.59,while ifNs is taken tobe
50, the reliabilitywill be 0.50. Both arewrong because the former assumes that those nine
units would all have survived had they been in service and the latter assumes those nine
units shut down for economic reasonswouldall havesurvivedhad theybeen in service and
the latter assumes thosenineunitswouldall have failed. The correctway is to calculate the
annual reliability of Year 5 and multiply it by the (cumulative) reliability of Year 4. This
will give

Annual reliability of Year 5 ¼ 50=56 ¼ 0:893

Reliability after 5 years ¼ 0:65� 0:893 ¼ 0:58

Problem 3.2

Two hundred capacitors were installed and at the end of each year, the number of surviving units
was tallied.

End of Number of Units Remaining

Year 1 196
Year 2 188
Year 3 179
Year 4 175
Year 5 169

Based on these figures, what is the reliability of the capacitors for 5 years? The
annual reliability of Year 4? Assuming the reliability function is exponential, that is, R
(t)¼ e� t, what is the failure rate for this formula?

Solution:
Reliability for 5 years ¼ 169=200

¼ 0:845

Annual reliability of Year 4 ¼ number of units surviving at the end of Year 4

number of units at the beginning of Year 4

¼ 175=179
¼ 0:9777

RðtÞ ¼ e� lt

For 5 years;RðtÞ ¼ e� l5 ðfrom formulaÞ
¼ 0:845 ðfrom actual dataÞ

e� 5l ¼ 0:845

� 5l ¼ lnð0:845Þ
¼ � 0:1684

l ¼ � 0:1684

� 5

¼ 0:0337
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3.2.2 Reliability Model

The relationship between failure rate and reliability does not have to be computed from
first principles every time. Some very simple formulas can be derived for components
with a constant failure rate.

Let the population at the beginning of observation be No and the failure rate be l.
After time t, some units will have failed and some will still be operating. Let them be
denoted as Nf and Ns, respectively. Naturally, Nf increases with time and Ns decreases
with time. The time rate of increase ofNf is the number of expected failures per unit time
for the existing population at thatmoment and is equal to the failure rate times the number
of units in the existing population, that is,

dNf

dt
¼ lNs

Nf andNs varywith time, but they always add up to the original populationNo, that is,

Nf þNs ¼ No

As stated in the previous section, reliability is equal to the number of surviving units
divided by the original population, that is,

RðtÞ ¼ Ns

No

Combining these three equations together, we get

RðtÞ ¼ Ns

No

¼ 1� Nf

No

dRðtÞ
dt
¼� 1

No

dNf

dt

¼� l
Ns

No

¼� lRðtÞÐ 1
R
dR¼� Ð l dt

ln RðtÞ¼� lt

RðtÞ ¼ e� lt

ð3:3Þ

R(t) is the probability of surviving for time t. As with continuous probabilities, a
probability density function is derived such that the area under the curve represents the
probability. Because R(t) decreases with time, the probability density function f(t) is
derived for its complement Q(t), which is the probability of failure in time t as shown in
Fig. 3.3.
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QðtÞ ¼ 1�RðtÞ ¼ 1� e� lt

f ðtÞ ¼ dQðtÞ ¼ l e� lt dt
ð3:4Þ

Things that have a constant failure rate all follow this exponential failure probability.

t0

Q (t ) R(t)

–λt
f (t ) = λe

λ

f (t )

Figure 3.3. Exponential density function and R(t) and Q(t).

Problem 3.3

Ten thousand newoil circuit reclosers (OCRs) are put in service. They have a constant failure rate of
0.1 per year.Howmanyunits of the original 10,000will still be in service after 10 years?Howmany
of the original will fail in Year 10?

Solution:
Probability of survival is given by

RðtÞ ¼ e� lt

In 10 years, probability of survival

Rð10Þ ¼ e� 0:1�10 ¼ e� 1:0 ¼ 0:3679

Out of 10,000 original units

10,000� 0.3679¼ 3679 should survive

Number of failures in Year 10

¼ ðnumber of survivors after Year 9Þ� ðnumber of survivors after Year 10Þ
¼ 10; 000� e� 0:1�9� 3679

¼ 1000� e� 0:9� 3679

¼ 4066� 3679

¼ 387
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Problem 3.4

One thousand lightning arresters are installed. Assuming they have a failure rate of 0.05 per year,
how many units (of the original batch) are expected to fail in the 10th year of service?

Solution:

Number of failures inYear10

¼number of survivors at the end of Year9�number of survivors at the end of Year10

¼ðe�l9�e�l10Þ�1000

¼ðe�0:45�e�0:50Þ�1000

¼ð0:6376�0:6065Þ�1000

¼31:1

�31

3.2.3 The Poisson Probability Distribution

The exponential reliability function R(t)¼ e� lt can be derived as a special case of the
Poisson probability distribution. The Poisson distribution states that if the expected value
of a variable is m, then the probability that the variable will assume a value of x (an
integer) is given by

PðxÞ ¼ e�mmx

x!
ð3:5Þ

In reliability assessments, if l is the failure rate, the number of expected failures in
time t will be lt. The probability of having x failures in time t:

PðxÞ ¼ e� ltðltÞx
x!

ð3:6Þ

The Poisson probability distribution comes from the identity

1 ¼ e� ltelt

¼ e� lt 1þ ltþ ltð Þ2
2!
þ ðltÞ

3

3!
þ � � �

0
@

1
A ð3:7Þ

Applied to reliability, each successive term represents the probability of having
successive number of failures in time t.

Reliability is the probability of having no failures in time t; that is, it is the first term
of that series

RðtÞ ¼ Pð0Þ ¼ e� ltðltÞ0
0!

¼ e� lt ð3:8Þ

which is the exponential reliability function derived from first principles earlier.
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3.2.4 Reliability of Equal Time Steps

When a component is in its useful life period where failures occur at random and the
failure rate is constant, its reliability is independent of age; that is, the probability of
failure during any interval t is independent of the prior operating time as long as it is
operating soundly when the interval of interest begins. It does not mean that a piece of
equipment has equal probability of failure in every year of service; actually, the
probability of failure in a specific year keeps decreasing for each successive year.
However, given that a unit is in working condition at a given instant of time, the
probability of failure for equal lengths of time from that instant would be the same
regardless of prior operating time. For example, if the failure rate of a piece of equipment
is 0.1 per year, the probability of failure in the next 5 years is as follows:

Year 1 ¼ 9:5%
Year 2 ¼ 8:6%
Year 3 ¼ 7:8%
Year 4 ¼ 7:1%
Year 5 ¼ 6:4%

However, if the equipment is still in working condition at the end of Year 4, the
probability of failing in the next year (Year 5) will be 9.5%. The fact that it is Year 5 of the
original observation does not enter the picture.

This is because the probability of failure in Year 5, looking from the beginning, is an
a priori probability. The unit may fail before Year 5. The probability of failing in exactly
Year 5, no sooner, no later, is only 6.4%. However, if the unit is still working at the end of
Year 4, the probability of failing in the immediate next year (Year 5) becomes an a
posteriori probability. Something has already been achieved, namely, the survival for the
first 4 years. From that vantage point, Year 5 becomes Year 1.

Stated inmore general terms: IfP is the probability that a unit will fail in the interval
T to Tþ t, given that the unit is in working conditions at time T, thenP is independent of T
and depends only on the length of interval t.

Proof

Probability of failing in interval T to T þ t ðlooking from the beginningÞ
¼ ðprobability of surviving up to TÞ � ðprobability of failing in T to T þ tÞ
¼ e� lt � P

But probability of failing in the interval T to Tþ t is also given by Q(Tþ t) � Q(T).
The two probabilities are the same, that is,

e� lT � P ¼ QðT þ tÞ�QðTÞ
¼ 1� e� lðT þ tÞ� ð1� e� lTÞ
¼ e� lT� e� lðT þ tÞ

¼ e� lTð1� e� ltÞ
P ¼ ð1� e� ltÞ

which is the probability of failing in time 0 to t and is independent of T.
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This property of equal reliability for equal time intervals independent of prior
operation is true only for components and equipment following the exponential
distribution of failure, which is applicable in the useful life period characterized by a
constant failure rate. It is a very important property because it means all components that
are still working are equally reliable and can be treated equally regardless of their
in-service dates. This property ceases when the wear-out stage sets in.

3.3 MEAN TIME TO FAILURES

The exponential reliability function is a continuous probability density function with
respect to time, so there exists an expected value for the function that may be considered
as the average time value for the entire function. As the reliability function is actually a
failure density function, the average time for the function is the average time for a failure
to occur and is known as the mean time to failures or MTTF.

The expected value of a probability density function is given by

EðxÞ ¼
ð
xf ðxÞ dx ð3:9Þ

In our case, this becomes

MTTF ¼
ð¥
0

tle� ltdt ¼ 1=l ð3:10Þ

It can be proven that the MTTF can also be obtained by integrating the reliability
function over the entire range, that is,

MTTF ¼
ð¥
0

RðtÞdt ð3:11Þ

This simplifies the calculation inmost cases. For the simple exponential distribution,
it becomes

MTTF ¼
ð¥
0

e� ltdt ¼ 1=l ð3:12Þ

This mean time between failures turns out to be the reciprocal of the failure rate l.
This result is true for the exponential reliability functions only. The probability of failure
from t¼ 0 to MTTF is

QðMTTFÞ ¼ 1� e� l=l ¼ 1� e� 1 ¼ 0:632

So although the MTTF is the average time for a failure to occur, the probability of
failure in the first MTTF interval is 63.2% and not 50%. For low failure rates, the MTTF
could be very long, far exceeding the normal life span of the system or equipment itself.
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This is possible because the MTTF is the average time elapsed before a failure occurs
provided that the equipment is in the useful life period, so if the useful life period is long
enough, one may get to see a failure, otherwise the equipment may enter the wear-out
stage before a failure occurs, and the MTTF will no longer apply. For example, a power
transformer may have an MTTF of 500 years while it is in its useful life period, but the
useful life period may last only 60 years and the transformer starts having failures due to
old age rather than having random failures.

Problem 3.5

There are 10 generators in a generating station. The units are assumed to have a failure rate of 0.02
per year. What is the mean time to failures in that station?

Solution:

Mean time to failures ¼ 1

l

lstation ¼ 0:02� 10 ¼ 0:2 per year

MTTFðstationÞ ¼ 1

0:2
¼ 5 years

3.4 RELIABILITY OF COMPLEX SYSTEMS

3.4.1 Series Systems

Most systems aremade up of subsystems or components. This is true for things as simple
as a torchlight to something as an aeroplane or the power system. Functionally, these
subsystems or components are arranged in series or parallel connections or in combina-
tions of the two.

The term “series” refers to the functional relationship of the components and not the
physical connection.A series connectionmeans every component in the series is required
for the system to function. Schematically, one has to pass through every element to go
from the input side to the output side as shown in Fig. 3.4.

Each component in a system has its own failure rate and reliability, and the failure
rate and reliability of the system depends on that of the individual components.
Reliability is the probability of functioning in the given time interval, so the reliability
of a series system is the probability that every component will function simultaneously in
that given time interval. If the failures of the components are not dependent, then the

Figure 3.4. A series connection.
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probability of all the components functioning is simply the product of the probabilities of
individual components functioning, which is the product law of probability.

RsystemðtÞ ¼ R1ðtÞ � R2ðtÞ � R3ðtÞ � � � � � RnðtÞ ð3:13Þ

If the components have exponential failure probabilities with corresponding failure
rates, l1, l2, l3, and so on, then the system reliability

Rsystem¼ e� l1t � e� l2t � e� l3t � � � � � e� lnt

¼ e�ðl1 þ l2 þ l3 þ ��� þ lnÞt ð3:14Þ

The sum (l1þ l2þ l3þ � � � þ ln) is a constant. It is the composite failure rate of the
series system. From the system failure rate l, the mean time between failures of the
system can be calculated:

MTTFsystem ¼ 1=l ð3:15Þ

3.4.2 Parallel Systems

A parallel system in a reliability sense means only one of the components in the parallel
connections has to work in order that the system will function. Schematically, there are
several alternative paths to go from the input side of the system to the output side as
shown in Fig. 3.5.

Since only one element in the parallel connection is required for the system towork,
the other elements are redundant. It is the redundancy that makes the overall system

Figure 3.5. A parallel connection.
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reliability high, because for the system to fail, all elements in the parallel connection have
to fail. If the failures are independent, the probability that all of them will fail will be
equal to the product of the failure probabilities of all individual elements. If Q(t) is the
probability of failure in a given period, that is, the unreliability, then

QðtÞsystem ¼ Q1ðtÞ � Q2ðtÞ � Q3ðtÞ � � � � � QnðtÞ ð3:16Þ

If all the elements have the same Q(t)’s

QðtÞsystem ¼ QnðtÞ
RðtÞsystem ¼ 1�QðtÞsystem ð3:17Þ

If all the elements of the parallel system have constant failure rates and hence
exponential reliability functions, as is usually assumed, the reliability of the parallel
system will be

QsystemðtÞ ¼ QðtÞn
RðtÞsystem ¼ 1�QðtÞsystem

¼ 1�ð1� e� l1tÞ � ð1� e� l2tÞ � ð1� e� l3tÞ � � � ð1� e� lntÞ
ð3:18Þ

If all l are the same,

RðtÞsystem ¼ 1�ð1� e� ltÞn ð3:19Þ
This system reliability is not an exponential function as is the case in series systems.

Consequently, the failure rate of a parallel system is not constant but varieswith time. The
mean time to failure, however, is still a constant. Obviously, the relationshipMTTF¼ 1/l
does not hold anymore. To illustrate this, consider two identical units in parallel as shown
in Fig. 3.6.

Reliability of system ¼ 1�ð1� e� ltÞ2
¼ 2e� lt� e� 2lt

Figure 3.6. A parallel connection of identical components.
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Failure rate of system ¼ 1

RðtÞ
dRðtÞ
dt

¼ 2lðe� lt� 1Þ
e� lt� 2

MTTF of system ¼
ð¥
0

RðtÞdt

¼ 3

2l
; a constant

In general, when n identical units are in parallel,

MTTF ¼ 1

l
þ 1

2l
þ 1

3l
þ � � � þ 1

nl

3.4.3 Partially Redundant Systems

If a system requires x components out of n to work for it to function, and all those
components have identical failure rates and no distinction is drawn about the individual
components, the reliability of the overall system will be determined by applying the
binomial probability distribution.

Let the reliability of each component be R.

Unreliability ¼ 1�R

RðtÞþQðtÞð Þn¼ RðtÞnþ n RðtÞn� 1
QðtÞþ nC2RðtÞn� 2þ

� � � þ n RðtÞQðtÞn� 2þQðtÞn
ð3:20Þ

If all n components are required towork in order that the systemwill function (i.e., a
series system),

RðtÞsystem ¼ RðtÞn; the first term of the series

If (n� 1) components out of n are required,

RðtÞsystem ¼ RðtÞnþ n RðtÞn� 1
QðtÞ; the first two terms of the series

In general, if x components out of n are required,

RðtÞsystem ¼ RðtÞnþ n RðtÞn� 1
QðtÞþ nC2RðtÞn� 2

QðtÞ2

þ � � � þ nCn� xRðtÞxQðtÞn�x
ð3:21Þ

that is, up to the term containing R(t)x.
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If only one out of n components is required in order that the systemwill function (i.e.,
a parallel system),

RðtÞsystem ¼ RðtÞnþ n RðtÞn� 1
QðtÞþ � � � þ n RðtÞQðtÞn� 1

¼ RðtÞþQðtÞð Þn�QðtÞn
¼ 1�QðtÞn

ð3:22Þ

So the binomial expansion of (R(t)þQ(t))n is the most general expression that
covers both series and parallel systems. More complex systems should be reduced to
simpler combinations whenever possible and analyzed sequentially.

Problem 3.6

What is the reliability of the following system as shown in Fig. 3.7?

RðtÞA ¼ RðtÞB ¼ RðtÞC ¼ 0:7

RðtÞD ¼ 0:90

RðtÞE ¼ 0:80

Solution:

Reliability of system

¼ RðtÞA==B==C � RðtÞD � RðtÞE
¼ ð1�QðtÞA � QðtÞB � QðtÞC � QðtÞD � QðtÞEÞ ðSection 3:4:2Þ

QðtÞA ¼ QðtÞB ¼ QðtÞC ¼ 1�RðtÞA
¼ 1� 0:7
¼ 0:3

RðsystemÞ ¼ ð1� 0:3� 0:3� 0:3Þ � ð0:90Þ � ð0:80Þ ¼ 0:701

Figure 3.7. A parallel–series connected system.
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3.4.4 Bayes’ Theorem

Some systems are made up of different subsystems connected in ways that are neither
series nor parallel nor partially redundant. However, if a schematic diagram of that
system can be established, and the reliabilities of the individual components known, that
system can be analyzed bymeans of the Bayes’ theorem. In a reliability context, it can be
stated as

RðsystemÞ ¼ Rðunder condition1Þ�Pðcondition1Þ�Rðunder condition2Þ
�Pðcondition2Þ�Rðunder condition3Þ�Pðcondition3Þþ ���

ð3:23Þ

Given

Pðcondition1ÞþPðcondition2Þþ ���¼1

(i.e., all possibilities are exhausted)
Note: The time functionality is dropped; that is,R(t) is expressed asR for a particular

mission time.
In most applications, there are only two conditions: condition 1 is that a certain

componentX is good and condition 2 is that componentX is bad. In this way, one can zero
in on a critical component in a complex system.

Rsystem ¼ ðRsystem given component X is goodÞ�RðXÞ
þRsystem given component X is badÞ�QðXÞ ð3:24Þ

The theorem can be applied repeatedly so that a complicated system can be broken
down into parts solvable by standard formulas.

An example will illustrate the use of this theorem using Fig. 3.8 in the following.

Figure 3.8. A five-component system configuration.
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Example 3.2

The system is composed of two subsystems connected in series, that is, subsystem 1 consists of
componentsA,B, andC connected in parallel represented by (A//B//C) and subsystem2 consists of
components D and E connected in parallel represented by (D//E). The reliability of system is

Rsystem ¼ RðA==B==CÞ � RðD==EÞ
¼ ð1�QAQBQCÞð1�QDQEÞ
¼ 1�QAQBQC�QDQE þQAQBQCQDQE

Using the Bayes’ theorem, a component, say B, is chosen

Rsystem ¼ ðRsystem; given B is goodÞ � RBþðRsystem; given B is badÞ � QB

¼ RðD==EÞ � RBþRðA==CÞ � RðD==EÞQB

¼ ð1�QDQEÞð1�QBÞþ ð1�QAQCÞð1�QDQEÞQB

¼ 1�QDQE�QBþQDQEQBþQB�QDQEQB�QAQCQB

þQAQBQCQDQE

¼ 1�QDQE�QAQBQC þQAQBQCQDQE

Problem 3.7

Two diodes are connected in parallel as shown in Fig. 3.9.
A diode may fail in one of the twoways of short circuiting (s.c.) or open circuiting (o.c.). Given

pðo:c:Þ ¼ 0:1
pðs:c:Þ ¼ 0:2

What is the probability that two diodes connected in parallel will work?

Solution:
This problem is an illustration of the use of Bayes’ theorem.

Figure 3.9. A parallel diode system configuration.
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Bayes’ theorem can be written as

RðsystemÞ ¼ R ðunder condition 1Þ � Pðcondition 1ÞþR ðunder condition 2Þ
�Pðcondition 2ÞþR ðunder condition 3Þ � P ðcondition 3Þþ � � �

In this problem, there are three conditions, namely, open circuit, short circuit, and good.

RðsystemÞ ¼ RðdiodeA o:c:Þ�PðdiodeA o:c:ÞþðdiodeA s:c:Þ�PðdiodeA s:c:Þ
�RðdiodeA goodÞ�PðdiodeA goodÞ

When diode A is an open circuit, system reliability depends on diode B:

R ¼ Pðdiode B goodÞ ¼ 0:7

When diode A is a short circuit, system is always down:

R ¼ 0

When diode A is good, system is good unless diode B is short:

R ¼ Pðdiode B goodÞþPðdiode B o:c:Þ ¼ 0:8

RðsystemÞ ¼ ð0:7� 0:1Þþ ð0� 0:2Þþ ð0:8� 0:7Þ ¼ 0:63

3.5 STANDBY SYSTEM MODELING

3.5.1 Background

Astandby system is an arrangementwhere one ormore units are standing by ready to take
over the operationwhen an operating unit fails. The spare can be provided either for a part
of the system or for the entire system.

A standby unit is idle before taking over the operation and is therefore not under the
stress of operation and is assumed to have 100% reliability while in the standbymode. In
reality, a unit is under some stress in standby. Also, the sensing and switching devices for
putting the standby units into operation are not 100% reliable. If these factors are
significant, they should be accounted for in the analysis.

3.5.2 Spares for One Unit

Themost basic form of spare provisioning is when one unit or system is backed up by one
or more spare units. When the unit fails, a spare unit takes over immediately. The
operationwill stop at the occurrence of the second failure if only one spare is provided, at
the (nþ 1)th failure if n spares are provided.

If the failure rates of the original and spare units are equal and constant, as is usually
assumed, the sparewill act as a continuation of the original unit as if the original unit had
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failed and recovered immediately. The takeover by a “brand new” unit does not make the
system any more reliable than when the original unit was operating because of the
“memory-less” property of exponential reliability functions. As far as the system is
concerned, the reliability is the same whether that particular component is the original
unit or a replacement as long as their failure rates are the same, and the system fails when
the (nþ 1)th failure occurs to that component, when there are n spares. The probability of
system failure is viewed as the probability of the (nþ 1)th failure of the system and not
the probability of the first failure of the nth spare unit.

3.5.3 Spares for Multiple Interchangeable Units

Very often there is a group of interchangeable units backed by a number of interchange-
able spares.A spare can be usedwherever a failure occurs in the systemuntil all spares are
used up.Reliability is defined as the probability of having a sparewhen needed during the
given period of time. For simplicity, all units and all spares are assumed to have equal and
constant failure rates.

The problem is similar to that of the last section in that we are trouble-free until there
is one more failure than the number of spares. It is not defined as system failure because
the group of units does not necessarily form a closely related “system,” and losing one
unit is not necessarily a failure of the “system”; but the two situations are analogous.
Unreliability is thus the probability of having onemore failure than the number of spares.
The difference from the single-unit problem is, of course, that failure could happen to any
one of the units in the population, including replacements.

Again, the memory-less characteristics of the exponential reliability function dictate
that replacements are indistinguishable from original units, and the probability that a
certain number of failures in the population will occur in that period follows the Poisson
distribution.

From the Poisson probability distribution, probabilities for having a specific number
of failures in time t is given by the series

1 ¼ Pð0ÞþPð1ÞþPð2Þþ � � � þPðnÞ

1 ¼ e� lt 1þ ltþ ðltÞ
2

2!
þ ðltÞ

3

3!
þ � � �

0
@

1
A ð3:25Þ

With n spares, the system can endure n failures; therefore, system reliability is the
probability of having 0 to n failures:

RðtÞ ¼ e� lt 1þ ltþ ðltÞ
2

2!
þ ðltÞ

3

3!
þ � � � þ ðltÞ

n

n!

 !

Unreliability, which is the probability of running out of spares,

QðtÞ ¼ 1�RðtÞ

STANDBY SYSTEM MODEL ING 63



Failure rate of the standby system is a time-varying function, but the mean time
between failures is a constant.

MTTF ¼ Ð¥
0
RðtÞdt

¼ Ð¥
0
e� lt 1þ ltþ ðltÞ

2

2!
þ � � � þ ðltÞ

n

n!

0
@

1
Adt

¼ nþ 1

l

ð3:26Þ

Compared to a parallel system of (nþ 1) components, the MTTF of which is

MTTF ¼ 1

l
þ 1

2l
þ 1

3l
þ � � � þ 1

nl
þ 1

ðnþ 1Þl ð3:27Þ

the standby system has longer MTTFs.
If the failure rate of an individual unit is l and there areN units, the expected number

of failures in time t will be Nlt

1 ¼ e�Nlt 1þNltþ ðNltÞ
2

2!
þ ðNltÞ

3

3!
þ � � �

 !

As before, if there are n spares, probability of having a sparewhen needed over time t
is

R ¼ e�Nlt 1þNltþ ðNltÞ
2

2!
þ ðNltÞ

3

3!
þ � � � þ ðNltÞ

n

n!

 !
ð3:28Þ

Probability of not having a spare when needed is

Q ¼ 1�R

Problem 3.8

We have three spare transformers supporting 100 single-bank stations. If the failure rate of a
transformer in service is 0.1 per year, what is the probability of having no spares available in a year?
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Solution:

When there are three spares, the system can tolerate three failures. Use the Poisson probability
series

R ¼ e�Nlt 1þNltþ ðNltÞ
2

2!
þ Nltð Þ3

3!

0
@

1
A

N ¼ 100

l ¼ 0:10

t ¼ 1

Nlt ¼ 10

R ¼ e� 10 1þ 10þ 102

2
þ 103

6

0
@

1
A

¼ 0:01034

Probability of having no spares

¼ 1�R

¼ 1� 0:01034

¼ 0:98966

3.6 CONCEPTS OF AVAILABILITY AND DEPENDABILITY

3.6.1 Mean Time to Repair

When a piece of equipment or a system fails, it is out of service. Until it is repaired or
substituted by another unit, its service will be unavailable to the user. Even if spare units
are available, it will take some time to do the replacement. The time required to restore
service, whether by repair or replacement, can be called “repair time.”

Although failures are generally viewed as instantaneous events while repairs are
continuous processes during the repair time, for analysis purposes, the two are analogous.
A failure takes a unit from an “up” state to a “down“ state and it takes on average the
MTTF for it to take place. A repair takes a unit from a “down” state to an “up” state, and it
takes on the average, the mean time to repair (MTTR) to do it. The failure rate is the
reciprocal of mean time between failures; so in a similar fashion, a repair rate r equal to
the reciprocal of repair time can be defined. Also, just as the constant failure rate leads to
an exponential failure probability, the constant repair rate leads to an exponential repair
function.What itmeans is that the probability of equipment being repairedwithin a time t
is given by an exponential function even though the long-term repair time is a constant.
This is quite reasonable as different kinds of failure require different repair times.

The introduction of the repair activity makes the system truly dynamic because the
two opposing forces of failure and repair drive the system back and forth between the
“up” and “down” states. In reality, systems have more than just the “up” and “down”
states; they have multiple states due to failure of x out of n units, spare provisions,
derating of some equipment, and many other factors. The analysis can be very
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complicated, but the principle of failure rates and repair rates leading from one state to
another still applies.

3.6.2 Availability Model

When a system fails, it will be out of service for some time until it is repaired or replaced.
Even for systems with spare units, the system can be “down” if a failure occurs when no
more spares are available. The percentage of time that the system is functioning is called
the availability of the system. It is usually expressed as

Availability ¼ A ¼ total hours of operation in 1 year

8760
ð3:28Þ

Unavailability ¼ �A ¼ total hours of down time in 1 year

8760
ð3:29Þ

Since on average, it takes a time interval equal to theMTTF for the system to fail and
a time interval equal to theMTTR for the system to be operational again, the availability,
defined as uptime/(uptimeþ downtime), can be expressed as

A ¼ MTTF

MTTFþMTTR
ð3:30Þ

and unavailability can be expressed as

�A ¼ MTTR

MTTFþMTTR
ð3:31Þ

For systems that can be treated as a single component with a constant failure rate l
and repair rate m, the availability

A ¼ MTTF

MTTFþMTTR
¼ 1=l

1=lþ 1=m
¼ m

lþm
ð3:32Þ

and unavailability

�A ¼ l
lþm

ð3:33Þ

3.6.3 Markov Model

When more than two possible conditions are possible for a system, the analysis becomes
complicated. The best way to analyze such a system is by state–space analysis using the
Markov process. Each possible system condition is called a state. If the rate of entry into
and departure from each state is known, the condition of the system at any stage can be
calculated.
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Example 3.3

A system consists of an operating unit and an identical spare with failure rate l and repair rate m.
Three states are possible as shown in Fig. 3.10.

The probability of being in any one state can be calculated by using theMarkov process model.
It is time dependent but settles to a steady-state value. Multiplying this probability by the rate of
departure from that state gives the frequency of encountering that state, and the reciprocal of the
departure rate from that state gives the duration of each encounter. In this example, State 3 is the
failed state. The steady-state probability of being in the failed state is by definition the system
unavailability.

System unavailability¼P(3) as calculated from the Markov process model
System availability¼ 1�P(3)
Frequency of system failure¼P(3)� 2m
Average duration of each system failure¼ 1/2m

The calculation of the conditions of a dynamic system with many states requires matrix
differential equations. To obtain a time-dependent solution is extremely difficult for all but the
simplest systems. However, the states of the system at any time can be obtained using an iterative
process called the Markov chain that is well suited to computer applications.

The steady-state conditions, in particular, are quite simple. In fact, if the failure rates and
repair rates of various components are constants, the steady-state probability of any state will
also be a constant. The steady-state probability P(3) in the above example is

Pð3Þ ¼ l2

l2þ 2lmþ 2m2
ð3:34Þ

3.6.4 Concept of Dependability

When we talk about unavailability, we include all the time when the system is not
operating. This includes failures as well as scheduled maintenance. In a period of time
when no maintenance is scheduled, the system operation may still be interrupted due to
failures, for example, the operation of hydraulic generators in winter months.

Figure 3.10. A model for a unit with a spare.
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The availability of the system in a period intended for continuous operation is called
dependability. It can be calculated by subtracting the scheduled maintenance time from
the annual system downtime and dividing it by 8760.

�D ¼ Tm� Sm

8760
ð3:35Þ

where Tm is the annual downtime and Sm is scheduled maintenance time.

Dependability; D ¼ 1� �D ð3:36Þ

One can also derive an MTTR for emergency repair only (i.e., scheduled mainte-
nance excluded) and use the formulas

D ¼ MTTF

MTTFþMTTRðemergency� repairÞ
�D ¼ 1�D

ð3:37Þ

3.6.5 Design Considerations

For systems such as a mainframe computer or a generating station, the availability or
dependability is of prime importance. For a designer of a complicated systemormachine,
very often, there is a specified availability. He will have to pick some values for MTTF
and MTTR to meet the required availability. Improvement of MTTF and MTTR often
works against each other, because MTTF is limited by the state of art or constituent
components, and further extension of MTTF can only be accomplished through
redundancy techniques that complicate the system, while MTTR is proportional to the
complexity of the system. The designer has to choose the right trade-off between the two.
Of the two, MTTF usually has less room for maneuvering so the designer has to work on
the MTTR by applying maintainability engineering techniques to achieve the required
availability. The following monograph is a design tool based on the equations in the last
section.

3.7 RELIABILITY MEASUREMENT

3.7.1 Concept

Reliability engineering is a discipline in which reliability is treated in a quantitativeway,
that is, it is observable and measurable. Reliability itself is defined as the probability of
functioning or surviving for a given period of time, so the measurement of reliability
involves these two aspects: functioning and time. The measurement of time is straight-
forward while measurement of functioning or survival is usually in the negative sense,
that is, the recording of failures or retirements.

68 RELIABILITY PRINCIPLES



Reliability data come from two sources: past records of failure and repair and
reliability tests. Actually, past operations can be viewed as tests on the actual system, and
the records as test results. From these past records and test results, the critical parameters
can be established and reliability evaluated.

3.7.2 Accuracy of Observed Data

Reliability data are collected from past records or current tests. If the purpose is just to
analyze past performance then a complete set of past recordswill suffice. However,many
times, the date is used for reliability predictions of present and future systems. In those
cases, past records or reliability life test results, no matter how complete, are merely
samples of all possible reliability data of similar equipment used in the past, present, and
future over the entire time spectrum.

From statistical theory, values derived from a sample are not the same as the true
values for the entire population and the deviations depend on the sample size. For
example, if there were three failures among the 10 transformers purchased 5 years ago,
the estimated failure rate would be 3/50 per year. If another utility had 120 failures out of
100 similar transformers in the last 25 years, we would place more confidence in their
failure rate.

As with all sampling, although the sample mean is not the true mean, a statement
can be made that the true mean is within a certain range from the sample mean for a
given percentage of time. This is known as the confidence level. In reliability work,
one is usually concerned with how worse the true mean could be, that is, a one-sided
confidence limit. However, if a two-sided confidence level is desired, it can easily be
calculated.

3.7.3 Confidence Limit of Failure Rate

In most analyses, it is assumed that the equipment or system is in its useful life period. In
this period, the single most important parameter is the failure rate, because other
parameters are derived from it, for example,

R ¼ e� lt

MTTF ¼ 1

l

There is always an uncertainty associated with the failure rate obtained from a
limited amount of data. As mentioned above, the concern is usually on the upper
confidence limit, that is, how much higher it could be over the estimated value.

If r failures are observed in a period of time t, the upper confidence limit is computed
by equating the probability of having 0 to r failures in time t to the complement of the
confidence level, that is

Pð0 to r failuresÞ ¼ 1� confidence level
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According to the Poisson distribution,

Pð0 to r failuresÞ ¼ e� lt 1þ ltþ ðltÞ
2

2!
þ ðltÞ

3

3!
þ � � � þ ðltÞ

r

r!

 !
ð3:38Þ

If the confidence level is a (in decimals, not percentage),

e� lt 1þ ltþ ðltÞ
2

2!
þ ðltÞ

3

3!
þ � � � þ ðltÞ

r

r!

 !
¼ 1�a ð3:39Þ

Example 3.4

If one failure was observed over a year, the 95% upper confidence limit, will be given by

Pð0 to r failuresÞ ¼ e� ltð1þ ltÞ ¼ 1� 0:95
e� lð1þ lÞ ¼ 0:05

¼ 4:50 per year

What it means is that although the estimated failure rate from the observed data is 1 per year, the
true failure rate could be anything. However, 95% of the time, it will be less than 4.50 per year.

The above formulas are based on a predetermined observation time t, for example, a year. If the
observation is truncated after the rth failure, the Poisson distributionwill not hold true for r failures
in time t because the observation time is arbitrarily truncated, and no time is allowed for a possible
(rþ 1)th failure to occur. However, the Poisson distribution will apply to (r � 1) failures in time t,
because just before the rth failure occurs a time interval of t has elapsed with only (r � 1) failures
recorded, that is, the upper limit of the failure rate at a confidence level is given by

e� lt 1þ ltþ ðltÞ
2

2!
þ ðltÞ

3

3!
þ � � � þ ðltÞ

r� 1

ðr� 1Þ!

 !
¼ 1�a ð3:40Þ

This is the same formula with one less term.

3.7.4 Chi-Square Distribution

The Poisson cumulative probability discussed in this section is not easy to solvewhen the
number of terms exceeds two or three. Nowadays, it can be solved with a computer.
However, the traditional and fairly accurate way is by relating it to the chi-square
distribution for which tabulated values are available.

The chi-square distributions are a family of continuous probability distributionswith
a random variable known as x2 (chi-square), which can take on any value between 0 and
¥ as shown in Fig. 3.11. The chi-square distribution has a parameter called the degree of
freedom. For each degree of freedom, there is a separate curve. Since the chi-square
distribution is a continuous probability distribution, the area under the curve indicates
probability. For each curve (i.e., degree of freedom), the area to the right of a x2 value
represents the probability of exceeding this value (Table 3.2). Conversely, given the
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degree of freedom and the area to the right of a x2 value, that x2 value can be uniquely
determined. It is denoted by x2

w;n, wherew is the area to the right of x2 and n the degree of
freedom.

The Poisson probability of n terms is equal to the probability of exceeding a x2

value in the curvewith 2n degrees of freedom, so if the cumulative probability is equal to
(1 –a), the corresponding x2 value will be x2

1�a;2n. It should be noted that

e� lt 1þ ltþ ðltÞ
2

2!
þ ðltÞ

3

3!
þ � � � þ ðltÞ

r

r!

 !
ð3:41Þ

has (rþ 1) terms, so the corresponding x2 value is x2
1�a;2rþ 2.

It can be provenmathematically that when a Poisson cumulative probability is equal
to the area to the right of a x2 value, then lt¼ x2/2.

l ¼ x2

2t
¼ x2

2r

r

t
¼ x2

2r
lest ð3:42Þ

So for an observation that ends with r failures in a predetermined time t,

l ¼ 1

2r
x2
1�a;2rþ2 ð3:43Þ

For an observation that ends with the rth failure,

l ¼ 1

2r
x2
1�a;2r ð3:44Þ

Figure 3.12 illustrates chi-squared distribution for a degree of 2rþ 2. The confi-
dence limit of failure rate is determined by multiplying the estimated failure rate (r/t) by
the factor ð1=2rÞx2.

Figure 3.11. Chi-squared distributions for difference degrees of freedom.
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This factor represents the uncertainty in the estimated failure rate and gets smaller as
the amount of data (i.e., r) gets greater. Factors for upper and lower confidence limits are
given in Table 3.3. Table 3.3 gives the multipliers for various number of failures and
confidence levels for both cases of observations.

For equipment in their useful life period, the mean time between failure
MTTF ¼ 1=l. The lower confidence level limit of MTTF is the reciprocal of the upper
confidence limit of l, so in calculating the lower limit ofMTTF, the estimatedMTTFwill
be divided by the same multiplier used for failure rates.

Example 3.5

Two failures were observed in 10 years.

Estimated MTTF ¼ 10

2
¼ 5 years

Lower confidence level ¼ 3

3:15
¼ 1:59 years

A two-sided confidence interval of failure rates can be established for both types of
observations.

For observations of a predetermined time,

UCL ¼ 1

2r
x2

1�a
2
;2rþ2lest

LCL ¼ 1

2r
x2

1þa
2
;2rlest

Figure 3.12. Chi-squared distributions for a degree of freedom of 2rþ2.
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For observations terminated at the rth failure,

UCL ¼ 1

2r
x2

1�a
2
;2rlest

LCL ¼ 1

2r
x2

1þa
2
;2rlest

TABLE 3.3. Factors for Upper and Lower Confidence Limit of Failure Rate

Number of
Failures
Observed (r)

Confidence Level

80% 90% 95% 99%

k1 k2 k1 k2 k1 k2 k1 k2

1 2.99 1.61 3.89 2.30 4.47 2.99 6.64 4.61
2 2.14 1.50 2.66 1.95 3.15 2.37 4.20 3.33
3 1.84 1.43 2.23 1.77 2.58 2.10 3.49 2.79
4 1.68 1.38 2.00 1.68 2.29 1.94 2.90 2.51
5 1.58 1.34 1.85 1.60 2.10 1.83 2.62 2.31
6 1.51 1.32 1.75 1.54 1.97 1.75 2.43 2.18
7 1.46 1.30 1.68 1.51 1.88 1.69 2.29 2.08
8 1.42 1.28 1.62 1.47 1.80 1.64 2.18 2.00
9 1.39 1.27 1.58 1.44 1.75 1.60 2.09 1.94
10 1.37 1.25 1.54 1.42 1.70 1.57 2.01 1.88
11 1.34 1.24 1.51 1.40 1.66 1.54 1.95 1.83
12 1.32 1.23 1.48 1.38 1.62 1.52 1.90 1.79
13 1.31 1.22 1.46 1.37 1.59 1.50 1.86 1.75
14 1.29 1.21 1.44 1.35 1.56 1.48 1.82 1.72
15 1.28 1.21 1.42 1.34 1.53 1.46 1.76 1.70
16 1.27 1.20 1.40 1.33 1.51 1.44 1.73 1.67
17 1.26 1.20 1.39 1.32 1.49 1.43 1.70 1.65
18 1.25 1.19 1.37 1.31 1.47 1.42 1.68 1.63
19 1.25 1.19 1.36 1.30 1.46 1.40 1.65 1.61
20 1.24 1.18 1.35 1.30 1.45 1.40 1.63 1.59
21 1.23 1.18 1.34 1.29 1.43 1.38 1.62 1.58
22 1.22 1.17 1.33 1.28 1.42 1.38 1.60 1.56
23 1.22 1.17 1.32 1.27 1.41 1.37 1.58 1.55
24 1.21 1.17 1.31 1.27 1.40 1.36 1.57 1.54
25 1.21 1.16 1.31 1.26 1.39 1.35 1.56 1.52
26 1.20 1.16 1.30 1.26 1.38 1.34 1.54 1.52
27 1.20 1.16 1.29 1.25 1.37 1.34 1.53 1.50
28 1.19 1.16 1.29 1.25 1.37 1.33 1.52 1.49
29 1.19 1.15 1.28 1.24 1.36 1.32 1.51 1.48
30 1.19 1.15 1.28 1.24 1.35 1.32 1.50 1.48

For observations truncated at predetermined time, lða confidenceÞ ¼ ½x2
1�a;2rþ 2=2r�lest ¼ k1lest. For

obser-vations truncated at rth time, lða confidenceÞ ¼ ½x2
1�a;2rþ 2=2r�lest ¼ k2lest, r> 30, k1 ¼ ð1=4rÞ za þ½ffiffiffiffiffiffiffiffiffiffiffiffi

4rþ 3
p �2, and k2 ¼ ð1=4rÞ zaþ

ffiffiffiffiffiffiffiffiffiffiffiffi
4r� 1
p� �2

, where Za is the a-point of the cumulative normal distribution.
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Two-sided confidence intervals for MTTF can be established similarly. Attention should be
drawn to the fact that the upper limits for two-sided and one-sided confidence intervals have
different percentage points.

Problem 3.9

In an assembly line of porcelain insulators, a sample of 20 is drawn every hour to determine the
percentage of defective units. The results from the eight samples drawn in a day are used to
construct the control chart for the next day. The following is an exhibit of the eight samples drawn
today:

Sample

Number, i Time
Number

Inspected, ni

Number of

Defectives

Probability of a

Defective, pi

1 8:00 20 1 1/20

2 9:00 20 0 0

3 10:00 20 2 2/20

4 11:00 20 1 1/20

5 12:00 20 3 3/20

6 13:00 20 5 5/20

7 14:00 20 2 2/20

8 15:00 20 4 4/20

Solution:
The average defective rate for all eight samples is

�P ¼
P

nipiP
ni

¼ 18

160

¼ 0:1125

UCL ¼ 0:1125þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:1125ð1� 0:1125Þ=20p ¼ 0:1832

LCL ¼ 0:1125� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:1125ð1� 0:1125Þ=20p ¼ 0:0418

Problem 3.10

We have one hundred 138–69 kV transformers and have experienced five failures in the past 10
years.What is the estimated failure rate?What is the 95%upper confidence limit of the failure rate?
A bigger utility with 1000 transformers experiences 50 failures in 10 years (for the same failure
rate). What is the 95% upper confidence limit of their failure rate?
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Solution:

Estimated failure rate ¼ 5

100� 10
¼ 0:005

95% confidence limit ¼ 0:005� k1 ð5:95%Þ ðTable 3:3Þ
¼ 0:005� 2:10
¼ 0:0105

Uncertainty factor for 50 observations (footnote of Table 3.3):

k1 ¼ 1

4r
Z0:95þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4rþ 32

p� �

¼ 1

200
ð1:645þ 14:248Þ2

¼ 253

200

¼ 1:27

95% confidence limit ¼ 0:005� 1:27 ¼ 0:0064

Problem 3.11

In ground testing, a double sampling plan is used. For a station areawith 400 grounds, two samples
of 35 grounds are selected. The acceptance and rejection numbers are 5 and 9 for the first sample
and 12 and 13 for the combined sample (of 70).

In a test, the first sample showed 10 bad grounds. The second sample was tested and five more
bad groundswere found. Does that station area pass? Based on the sampling result, what is the 95%
confidence interval of bad grounds in that station area?

Solution:

Number of bad grounds in a sample of 70 ¼ 15=70 ¼ 0:214

Proportion of bad grounds in station area ¼ 0:214� zsx

where

sx ¼
ffiffiffiffiffiffiffiffiffiffiffi
N� n

N� 1

r
� Sffiffiffi

n
p

For proportions; S ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pð1� pÞp

¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:214ð1� 0:214Þp ¼ 0:4101
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sx ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
400� 70

400� 1

s
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:214xð1� 0:214Þ

70

s

¼ 0:0446

z for 95% confidence interval is 1.96 (see Table 3.3).
Proportion of bad grounds in station area

�P ¼ 0:214� 1:96� 0:0446
¼ 0:1266� 0:3014

or 12.66%¼ 30.14% at 95% confidence.

3.8 CONCLUSIONS

This chapter has presented a number of methods for evaluating the reliability of complex
problems. A particular method may be more suitable for a specific problem than other
methods; however, it is difficult to specify which method is most suitable for a given
system problem since most methods can be used for any system problems. Sometimes, it
is best to use a mixture of methods to solve a particular problem. The many numerical
examples that have been used to illustrate different methods will help the reader to easily
apply these techniques in solving real-world problems.
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4

APPLICATIONS OF SIMPLE
RELIABILITY MODELS

4.1 EQUIPMENT FAILURE MECHANISM

4.1.1 Introduction

This chapter presents simple example applications of the various reliability techniques
presented in Chapters 2 and 3 to facilitate the understanding of the reliability techniques
discussed in the latter two chapters. The basic expectation is that the readerwill be able to
grasp the underlying principles of the reliability models and their practical applications
in real-world problems. The illustrative example situations considered are simple enough
so that almost all calculations can be done by hand. Electric utilities collect andmaintain
outage databases for the equipment in their systems. Past experience records could be of
vital use in predicting system performance and maintaining power systems integrity. A
number of real-distribution system problemswill be assessed using the various reliability
techniques in this chapter.

Virtually all the electric utilities in North America keep statistics on failures of
equipment. The record keeping, however, was initially limited to somemajor equipment
and was rather rudimentary. At present, there is an increased emphasis on greater
efficiency in operation, which means getting more out of the equipment. Utilities are
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pushing the system and its equipment to highest possible limits. To do sowithout risking
catastrophic results, utilities have to understand the capabilities of the system and its
equipment better. It also requires better preventive maintenance (PM) practices. One
thing vital to all this is a better assessment of the failures, including failure rate, failure
probability, failure mode, and so on, which in turn means better record keeping on
virtually all equipment.With the advent of high-speed computer technology, this is quite
achievable in the twenty-first century.

4.1.2 Utilization of Forced Outage Statistics

Basically, two types of outage data are most important: mode of failure and frequency of
failure. The first is required in the determination of the cause of failure, leading to design
and operation improvements, which prevents or reduces recurrences. The second is
required in determining the reliability of components leading to realistic operating
constraints and maintenance schedules. In the past, not enough attention was given to
these aspects of outage data gathering by utilities, especially in the distribution segment
of the power system. At present, however, a lot of decisions are routinely made based on
reliability considerations.

4.1.3 Failure Rate Computation

One of the most important and frequently used statistics on forced outages of equipment
is the failure rate. To compute the failure rate statistic, the total unit time of operation of
all units must be taken into account. For example, if 20 units were observed in the last
10 years and two failures were recorded, one in Year 2 and one in Year 6, the failure rate
would be

l ¼ 2

200
¼ 0:01 failures=year

and the mean time to failures would be

MTTF ¼ 1

l
¼ 100 years

Saying that the MTTF ¼ 2þ 6

2
¼ 4 years would be wrong:

The failure rate obtained from a limited amount of data is subject to error. It may be
too high or too low. For engineering applications, the worst-case scenario is normally
considered. This is accomplished by multiplying the calculated failure rate by an
uncertainty factor. The uncertainty factor is derived from the chi-square distribution
and depends on the confidence level desired. For the example mentioned above, which

80 APPLICATIONS OF SIMPLE RELIABILITY MODELS



has only two data points, the uncertainty factor for 95% confidence is 3.15, so the failure
rate could be as high as

l ¼ 3:15� 0:01 ¼ 0:0315 failures=year at a 95% confidence level:

In most equipment failure problems, the equipment is assumed to be in its useful
lifetime where the failure rate is constant and the exponential distribution of failure
applies, that is,
probability of failing in time t:

QðtÞ ¼ 1� e� lt

probability of functioning in time t:

RðtÞ ¼ 1� e� lt

The exponential distribution is not always applicable. The probability of failuremay
follow a normal distribution or a Weibull distribution or some other distributions
especially when the equipment is in the wear-out stage of the Bath tub curve; however,
for the great majority of engineering applications, the equipment or system is in its useful
lifetime and the exponential distribution is assumed.

Various parameters can be derived from the failure rate and population size. Some of
the more important of these include mean time to failure, number of failures expected in
an interval of time, expected cost of failure, probability of a given number of failures,
reliability level, and so on.

4.2 AVAILABILITY OF EQUIPMENT

4.2.1 Availability Considerations and Requirements

To render continuous service and to cover or minimize the equipment failure, spares are
necessary.Havingunitsas standby,however,means tyingupacertainamountofcapital ina
nonrevenue-generatingactivity.Tosavecosts,suchexpensesshouldbekeptdown,butatthe
sametimeanadequate levelof reliabilityhas tobeprovided.Otherwise,anevengreater loss
of revenue due to service interruptions may be incurred, not to mention the revenue loss
resulting from failures in the primarymission of providing reliable service to customers at
the reasonablecost.Abalance thereforehas tobestruckbetween the reliabilityofhavingan
optimum number of spares and the need to cut down on inventory costs.

Running a system to failure without preventative maintenance can be very costly.
Regular preventive maintenance practices can prevent equipment failures from occur-
ring. There are, however, many conflicting interests. Frequent and more maintenance
will keep the equipment in better shape andwill cut down the chance of failure. However,
it also will result in more maintenance costs, more replacement units, and the mainte-
nance procedures will lead to more frequent interruptions to customers.

In both spare provisioning and maintenance scheduling, an optimal compromise
thus has to be reached between cutting costs andmaintaining adequate service reliability
level. The job is usually too complicated to be done by an arbitrary educated guess or gut
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feeling. Moreover, the decision maker would need to justify the decisions made using
hard quantitative and realizable figures. The technical way of accomplishing this is by
means of a formal reliability assessment with emphasis on the availability of equipment
or systems. To begin with, an acceptable reliability level has to be defined: maximum
allowable length of outages, highest allowable probability of not having a spare when
needed, and so on. Then alternatives are evaluated to ascertain if they meet the required
reliability criteria. Usually, the cheapest way of meeting the set criteria is selected and
executed.

4.2.2 Availability Model

In equipment availability computations, the most widely used distribution is the Poisson
probability distribution.According to the Poisson distribution, the probability of having x
failures in time t is given by

PðxÞ ¼ e� ltðltÞx
x!

ð4:1Þ

For spare unit requirement problems, the availability is often defined as the
probability of having a spare when needed. Since the system can tolerate k failures if
there are k spares, the availability problem is often defined as the probability of having up
to k failures in a given time period. This is given by the Poisson series:

Pðx ¼ kÞ ¼ e�lt 1þ ltþ ðltÞ
2!
þ ðltÞ

3

3!
þ � � � þ ðltÞ

k

k!

 !
ð4:2Þ

This probability is often called the availability although actually it is the probability
of availability in that period. Similarly, the probability of unavailability, P(x > k)¼
1–P(x¼ k), is often called the unavailability.

The length of time of interest is usually 1 year or the repair time of the equipment.
The choice of 1 year ismade because it is themost common and convenient unit of time in
reliability problems. The choice of the repair time as the time period is due to the fact that
a system with n spares will be short of units if and only if all n spares are used up and the
(nþ 1)th failure occurs; so if the (nþ 1)th failure occurs at a time interval longer than the
repair time after the first failure, the first failed unit will have been repaired to take care of
the (nþ 1)th failure, and the system will remain operative.

The availability obtained from the Poisson series obviously has its reliability
significance; however, it should be noted that it is actually the probability of availability
and not the percentage of system uptime as availability is traditionally defined. It is
important to also note that this availability probability applies to the initial period only.
The initial period, whether it is 1 year or the repair time of the equipment, is characterized
by the fact that everything is in operating condition initially. This initial condition does
not always hold for subsequent periods; therefore, availability for subsequent periods is,
in general, different. For example, a systemwith one operating unit and one spare unit has
a first year availability of RðtÞ ¼ e�ltð1þ ltÞ: At the end of 1 year, however, there may
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be 0, 1, or 2 units left, depending on howmany failures have occurred in the first year. The
situation is further complicated by repair activities. The availability of the second year is
therefore not given by the above Poisson series.

4.2.3 Long-Run Availability

If the availability of the initial period is A and the availability for subsequent periods can
be assumed to be the same as that of the initial period, then the availability of n
consecutive periods will be

A nð Þ ¼ An ð4:3Þ

This assumption holds when the failure rate is small or the repair rate is large.

Example 4.1

The following is an example of mobile substation requirements for a different number of
substations to backup for different transformer failure rates.

P ¼ e� nlt 1þ nltþ nltð Þ
2!

2

þ ðnltÞ
3

3!
þ � � � ðnltÞ

k

k!

" #
ð4:4Þ

where P is the probability of having a spare, l is the failure rate (failures/year), t¼ 1 year, n is the
number of transformers in service, and k is the number of spares.

From the above table, the 1-year availability for 1 mobile backing up 30 stations, with
l¼ 0.00393 is calculated to be 0.9933. Actually this is the first year probability of availability;
but assuming the probability for subsequent years to be the same, the probability of going through,
say, 5 years trouble free will be

Að5Þ ¼ ð0:9933Þ5 ¼ 0:9669

Note that by using 1 year as the time period in computing availability, it is implicitly assumed
that the mobile will be tied up for 1 year when a failure occurs. If, for example, the mobile is

Number
of
Stations
forWhich
Mobile is
Backup

1 Spare Mobile 2 Spare Mobiles 3 Spare Mobiles

l¼ 0.0093 l¼ 0.01 l¼ 0.02 l¼ 0.0093 l¼ 0.01 l¼ 0.02 l¼ 0.0093 l¼ 0.01 l¼ 0.02

30 0.9933 0.9630 0.8781 0.9997 0.9964 0.9769 0.9999 0.9997 0.9966
40 0.9885 0.9384 0.8088 0.9994 0.9921 0.9526 0.9999 0.9992 0.9909
50 0.9825 0.9098 0.7357 0.9988 0.9856 0.9197 0.9999 0.9982 0.9810
60 0.9754 0.8781 0.6666 0.9981 0.9769 0.8847 0.9998 0.9966 0.9720
70 0.9674 0.8442 0.5964 0.9970 0.9659 0.8399 0.9998 0.9943 0.9536
80 0.9585 0.8088 0.5301 0.9957 0.9526 0.7911 0.9997 0.9909 0.9303
90 0.9488 0.7725 0.4662 0.9941 0.9371 0.7359 0.9995 0.9865 0.8977
100 0.9384 0.7358 0.4095 0.9921 0.9197 0.6825 0.9992 0.9809 0.8645
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intended to be used as a replacement for 2 weeks, that is, 0.04 year only, the availability will
increase dramatically from 0.9933 to 0.999989.

Using the first-year availability of 0.9933

Unavailability ¼ 1� 0:9933 ¼ 0:0067
Frequency of occurrence ¼ once in 1=0:0067 ¼ 149 years:

The parameters in the above example are only approximate as the availability is actually the
probability of availability for the first year and is an indicator of how likely it is that a system failure
(spare is unavailable when demand occurs) will occur and is not an indicator of frequency and
duration of occurrence.

To calculate the system parameters for any time instant, a state space analysis using theMarkov
process (Section 3.6.3) has to be used. The two parameters of particular importance are the
steady-state probabilities of being in an operating state and in a failed state and are the long-run
availability and unavailability, respectively, since by definition

Availability ¼ system uptime

total time
ð4:5Þ

Unavailability ¼ system downtime

total time
ð4:6Þ

Example 4.2

Again, consider the case of 1 mobile backing up 60 stations:
A state space diagram for the system is set up in Fig. 4.1.
State 3 is the unavailable state

Unavailability ¼ Pð3Þ
¼ ð60lÞ2
ð60lÞ2þð60lÞð2mÞþ 2m2

¼ 0:01236
Availability ¼ 1� 0:01236

¼ 0:9876

Frequency of system unavailability occurrence ¼ Pð3Þ � 2m
¼ 0:0247=year
¼ once every 40:5 years

Duration of each occurrence ¼ 1

2m

¼ 0:5 year
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4.3 OIL CIRCUIT RECLOSER (OCR) MAINTENANCE ISSUES

4.3.1 Introduction

In the past, a general maintenance procedure for hydraulic oil circuit reclosers was to
check the number of operations every 6 months. The normal practice was to replace any
unit with a reading exceeding 100 and also to replace any unit that had been in service for
4 years regardless of the number of operations. The reason was that 100 operations or
4 years would degrade the oil and the contacts sufficiently towarrant a complete overhaul.

For some utilities, the usual practicewas to use a field-checking period once a year to
reduce the workload of the crew centers. This is just an arbitrary decision with no data to
back it up. At present, utilities are starting to use statistical techniques.

4.3.2 Study Methods

Compute the impact of extending the maintenance period from every 4 to 5 years.

1. The total number of failures for the population of 4000 OCRs (excluding
lightning) is four failures in 1 year, for which the failure rate is 0.001 failures/
year for each unit.

Probability of failure in 4 years ¼ 1� e� 0:001�4

¼ 0:0040
Probability of failure in 4 years ¼ 1� e� :001�5

¼ 0:0050

Number of additional failures incurred by extending the maintenanceperiod from
4 to 5 years:

N ¼ ð0:005� 0:004Þ � 4000

¼ 4:0

Themaintenance cost of a unit is $150 and the loss from scrapping ranges from $400
for type H to $900 for type L ($2010) with the majority being of the cheaper variety.

Figure 4.1. State space diagram for 30 stations backed up by 1 mobile station. l¼ 0.00393

and m¼1.
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Savings in maintenance cost by extending the maintenance period is therefore

$150� 4000

4
� 4000

5

� �
¼ $30; 000

The economics is obvious in this case.

4.4 DISTRIBUTION POLE MAINTENANCE PRACTICES

For many years, there has been no formal pole maintenance program in electric utilities.
Only recently, some utilities are formally instituting polemaintenance policies due to the
fact that in some jurisdictions regulatory agencies require distribution utilities to
annually submit reliability improvement programs. In the past, poles were replaced as
the need arose. The general population of poles inmost utilities is aging and approaching
25–30 years, just the right time to start implementing a regular maintenance program. A
generic inspection schedule that could be adopted by a distribution utility is shown in
Table 4.1.

There are close to millions of poles on a utility distribution system. To inspect the
poles one by one is very time consuming especially when some rigorous tests are
involved. To obtain a reasonably accurate estimate of the condition of the poles, a
sampling inspection plan can be used. Formost inspections, it is the percentage defective
that is of concern. The sampling is established such that a statement like this can bemade:

Percentage defective ¼ D ðfrom sampleÞþ t at 95% confidence

Based on the result of the samples, a conclusion is made. If the percentage
defective is very small, perhaps no maintenance of the poles is needed. If it is large,
then treatment or replacement may be necessary for the entire population without
bothering to check every pole individually. The sample size is based on binomial
probability distribution.

TABLE 4.1. Pole Inspection Schedule

Sequence Plant
Species of
Wood

Initial In-Service
Inspection

Inspection
Period

1 Pole Fir larch
salt-treated pine

N/A 2 years

2 Pole Treated Western
red cedar

25 years 10 years

3 Pole Jack
pine-lodgepole
pine pressure
treated

30 years 10 years

4 Spare arms and
braces

Miscellaneous 20 years 5 years
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4.5 PROCEDURES FOR GROUND TESTING

4.5.1 Concept

Ground testing has traditionally been done on a cyclic basis. In a typical North American
integrated utility, for example, in the rural areas, it is normally done once every 10 years.
In the suburban areas, it is once every 6 years. Poor grounds are upgraded as they are
discovered. Many utilities use statistical methods in ground testing.

4.5.2 Statistical Methods for Ground Testing

A practical statistical method for ground checking normally works as follows:

1. For each station area, two equal samples are selected by random number
generation in the computer. The sample size depends on the population size
and is given by a table.

2. Only the first sample is tested. Mean and standard deviation of the readings are
compiled. The number of defective grounds is recorded. If it is below the
acceptable number, the sample passes and no more tests are done.

3. If the first sample fails, the second sample is tested. The readings are combined
with that of the first sample for computation of mean and standard deviation. An
acceptance number of defectives is set for the combined sample (not the second
sample).

4. If the first sample or the combined sample passes, the station will be revisited in
4 years. If it fails in both the first and the combined samples, it will be marked as
failed. The station area will receive a 100% ground test and defects will be
mitigated. They are usually mitigated in the following year.

4.6 INSULATORS MAINTENANCE

4.6.1 Background

Normally, insulators are left on the linewith nomaintenance once they are installed. The
only kind of maintenance usually performed is to replace units that were seen to be
damaged from vandalism or lightning. This practice worked well for many years with
little trouble due to the fact that the failure rate of insulators is very low. In addition, a
fairly high safety factor is built into the insulator design. As the general population grows
older, the electrical and mechanical strength of the insulators will generally deteriorate,
and some latent defects such as cement growth also start to show up. A more active
maintenance program is therefore required.

4.6.2 Inspection Program for Insulators

A typical inspection program presented in the following is divided into four parts based
on where the insulators are located.
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1. High-Voltage Transmission Lines
The insulators are normally divided into categories based on voltage, type, and
usage; for example, ball and socket insulators are in a different category from
clevis type units and dead-end insulators are separated from suspension in-
sulators. Within each category, a sample of several towers is selected and tested.
Towers already checked are excluded from sample selection in the next 2 years.
Sample size is usually chosen to provide a reasonable accuracy at a 95%
confidence level. The division of categories and the sample size for each category
are determined by crew centers in a distribution utility. The actual sample
selection is up to the crew centers.

2. Subtransmission Lines and Distribution Lines
This plan is similar to the high-voltage transmission line insulator testing
procedure. Insulators are categorized according to voltage and type of each
group, and a given number of insulators are tested.

3. Station Dead-End Insulators
A significant number of failures have been reported in the published literature for
dead-end insulators. In some situations, both dead-end units have been reported
to be punctured. There are hundreds of stations in a typical utility system.
Obviously, a 100% annual inspection program is impossible. The inspection plan
therefore divides the stations into three categories, namely, those built before
1980, from 1981 to 2006, and after 2006. For the first group, every station is
checked once every 3 years and for the second group, two from each crew center
are tested, and the usual statistical inferences are applied. For the third group, no
inspections are planned or executed at the current time. Test results are reported
periodically. If test results indicate a hazardous condition, then immediate
reporting and changeout will be required. The suggested hazardous level could
be as follows:

Distribution dead-ends: 6% defective

72 kV: 7% defective

25 kV: 3% defective

4. Insulators on Power Equipment
Insulators on dynamic parts such as power fuses and switches are under serious
mechanical stress, and therefore they are more prone to failure than those on
stationary parts. This causes additional danger than just a flashover. There have
been real instances of the insulator stack falling due to parting of the insulator
cap.

4.6.3 Voltage Surges on Lines

The basic reason that insulators are required on a line is to separate the line from the
supporting structure. Two of the most prevailing transient overvoltage conditions are
lightning and switching surges. Lightning is characterized by the surge current rather
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than voltage, although this current surge does generate a voltage surge across the
insulators. Direct lightning strikes are not too frequent when there is a skywire shielding
the phase conductors. Generally, voltage withstand criterion of insulators is governed by
the switching surge.

Switching as well as lightning surges are statistical quantities depending on the
chance combination of different variables. It is impossible to identify what a surge value
will be. However, from past experience and line parameters, a prediction can be made to
estimate the probability that a surgewill fallwithin a certain range of values. The value of
a surge can be described by a normal probability distribution with a mean value and a
standard deviation expressed as a percentage of the mean value. From statistical theory,
99.7% of all surges will fall within� 3 standard deviations from the mean. The values of
the mean and standard deviation depend on various factors such as line capacity, line
configuration, and so on and are not deterministic. A reasonable estimate can, however,
be obtained from calculation, computer simulation, past experience, and literature.
Chapter 21 discusses voltage dip and surge issues in detail.

4.6.4 Critical Flashover

The strength of insulators is defined in terms of thevoltage the insulators canwithstand as
determined by the voltage at which a flashover occurs. This flashover voltage is,
however, not a fixed quantity. It varies from one test to another, so it has to be described
in statistical terms. The critical flashover (CFO) voltage is the voltage at which a
flashover will occur half of the time. In other words, if an insulator is given 500 shots at
the CFO voltage, 250 flashovers will be recorded. If the flashover frequency is plotted
against the voltage, a normal probability curvewill result. It may therefore be stated that
at 3 standard deviations below the CFO voltage, there is only a 0.3% chance of a
flashover.

If a line has more than one insulator string in parallel, the probability of a flashover
increases due to the fact that there is more than one path from the line to the structure. If
the probability ofwithstand for one string is p, the probability ofwithstand for n strings in
parallel will be pn.

Example 4.3

There are 500 towers in 100miles of a 345 kV line. If the probability of flashover of a string in a year
is 0.002, what is the probability of a flashover per 100 mile per year?

Pðwithstand; 1 stringÞ¼ 1� 0:002 ¼ 0:998

Pðwithstand; 500 stringsÞ ¼ ð0:998Þ500
¼ 0:3675

PðF=O; 500Þ ¼ 1� 3675

¼ 0:6325
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In computing the insulation strength of the line, there are two probability curves—(1) the surge
voltage distribution and (2) the withstand strength distribution, the latter of which is converted to a
cumulative probability curve. The probability that the surge voltage will exceed the withstand
strength is given by the convolution of the cumulative probability curve with the surge voltage
distribution curve.

Example 4.4

A utility conducted a series of flashover tests on an insulator string with 7 defective units on a
string of 12. The cumulative probability curve is available. Suppose that for a 230 kV line, the
switching surge distribution follows a normal distribution with a mean of 2.325 pu and a
standard deviation of 0.12 pu, what is the probability of flashover if one of the insulator strings
has seven defective units?

For a 230 kV line; 1 pu ¼ 230�
ffiffiffi
2

3

r
kV crest ¼ 187:79kV

By superimposing the cumulative probability of the flashover curve and the switching surge
distribution curve, the curve shown in Fig. 4.2 can be obtained (Table 4.2).

This is the probability of flashover for a string with seven defective insulators at line end if a
switching surge occurs. Therefore, the actual probability of a hazard is 2.2045% � probability of
switching (or lightning) surge.

Figure 4.2. Superposition of the cumulative probability of flashover curve and the switching

surge distribution curve.
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4.6.5 Number of Insulators in a String

High-voltage lines have strings of insulators. The number of insulators in a string is based
on the required insulation strength plus a safety factor. In other words, under normal
conditions, a number of insulators in the string could be defective while the string still
maintains adequate insulation. The condition of each individual string will not be known
until it is individually checked. However, the general condition of the population can be
estimated with reasonable accuracy from a sampling inspection, and on the basis of the
knowledge of the condition of the population, the condition of an individual string can
be predicted. Specifically, we want to know the number of defects in a string given the
percentage of defects in the general population. The answer comes from a simple
binomial probability distribution (strictly speaking, it should be hypergeometric distri-
bution, but the difference is negligible). Given that the defective rate is p, probability of
having x defectives in n units is given by

PðxÞ� n!

ðn� xÞ!x! p
xð1� pÞn� x ð4:7Þ

For example, if the defective rate of insulators on a 230 kV line is 5%, the probability of
finding three defective units in a suspension string is

PðxÞ ¼ 12!

3!� 9!
ð0:05Þ3ð0:95Þ9

¼ 1:73%

The important question of safety is “How many insulators are required for a given
voltage?” The regular 53/4 in.� 10 in. suspension insulators have a dry flashover rating of
80 kVand wet flashover rating of 50 kV, so by simple division of the line-to-ground crest
voltage by 50 kV, the number of insulators required to withstand the nominal power
frequency line voltage is known. For 240 kV, this is 4, for 115 kV, 2, and so on.

TABLE 4.2. Calculation of the Probability of Flashover

Class Interval
Class

Midpoint Calculation Probability

369–380 kV 373 ¼ 0.5%� 0% ¼ 0%
380–392 kV 386 ¼ 2%� 0% ¼ 0%
392–403 kV 397 ¼ 4%� 0% ¼ 0%
403–414 kV 409 ¼ 9%� 0% ¼ 0%
414–426 kV 420 ¼ 15%� 0% ¼ 0%
426–437 kV 432 ¼ 19%� 0% ¼ 0%
437–448 kV 443 ¼ 19%� 0.05% ¼ 0.0095%
448–460 kV 454 ¼ 15%� 0.4% ¼ 0.06%
460–471 kV 466 ¼ 9%� 3% ¼ 0.27%
471–482 kV 477 ¼ 4%� 15% ¼ 0.6%
482–494 kV 488 ¼ 2%� 42% ¼ 0.84%
494–505 kV 500 ¼ 0.5%� 85% ¼ 0.425%

2.2045%
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If a transient overvoltage should develop, this may not be enough. The typical
number of insulators on lines of various voltages is shown in Table 4.3.

The safety factor is very high; however, not as high as it seems. This is due to the
following two factors: (1) contamination lowers the strength of the insulators and (2) the
voltage distribution along a string is not even. The unit closest to the line bears a much higher
stress than the average value. Figure 4.3 gives the probability of power frequency flashover

TABLE 4.3. Typical Number of Insulators on Lines at Various Voltages

Suspension Dead-End

500 kV 26 28
240 kV 12 14
144 kV 8 10
115 kV 7 9
72 kV 4 5
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Figure 4.3. Probability of flashover at 60Hz versus the number of insulators.
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in a lightly contaminated environment for different numbers of sound insulators at
different voltages.

Taking these factors into consideration, some safety limits can be set in the live line
methods regarding the number of sound insulators required in a string before live line
work can be performed. Table 4.4 shows data taken from a Canadian utility’s Live Line
Methods Directive issued in the 1990s.

Normally, replacement can be deferred until weather and road conditions improve.

4.7 CUSTOMER SERVICE OUTAGES

4.7.1 Background

Reliability of a power system is quantified in terms of the number of power supply
outages. Generally at the generation level, this signifies capacity inadequacy; at the
transmission level, it usually means outage of a line or terminal; and at the distribution
level, this means interruption of service to the customer. It is at the distribution level that
reliability is most relevant from a customer’s viewpoint and a utility’s reliability
performance is normally quantified at this level in the eyes of both the customers and
of the regulatory agencies. Utilities in North America have been collecting distribution
system service continuity statistics for many years. Each year data are collected from
participating utilities, are compiled, and are analyzed, and the results appear in an annual
“Service Continuity Report.” In Canada, the Canadian Electricity Association publishes
annual service continuity statistics for all Canadian utilities. In the United States, the
Edison Electric Institute annually publishes similar statistics for participating utilities.
The basic reliability indices included in these reports are defined in Section 4.7.2.

4.7.2 Popular Distribution Reliability Indices

The reliability of customer service is indicated by several widely used indices as follows:

. SAIFI is the System Average Interruption Frequency Index. This is a measure of
the average number of interruptions in a year and is defined as

TABLE 4.4. Live Line Method

Nominal Line Voltage
Number of Defective Units

in String Live Line Work Method

72 kV 2 or less Blocking mandatory
115 and 144 kV 3 or less Blocking mandatory
240 kV 5 or less on dead ends Blocking mandatory
240 kV 4 or less on suspension Blocking mandatory
500 kV 7 or less Blocking mandatory
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SAIFI ¼ total number of customer interruptions

total number of customers

. SAIDI is the System Average Interruption Duration Index. This is the average
outage time in a year for each customer in the system and is defined as

SAIDI ¼ total number of customer hours of interruptions

total number of customers

. CAIDI is the Customer Average Interruption Duration Index. This is the average
duration of an interruption experienced by the customer interrupted and is defined
as

CAIDI ¼ total number of customer hours of interruptions

total number of customer interruptions

. ASAI is the Average System Availability Index. This is also known as the System
Reliability Index and is defined as

ASAI ¼ 8760� SAIDI

8760

In compiling the interruption data, some utilities have a policy of not counting
outages shorter than 5min. This does not affect the duration indices much; however, it
significantly reduces the frequency index. All these indices have their physical mean-
ings, but the onewith most relevance to a customer by far is CAIDI, the average length of
an outage, followed by SAIFI, the frequency of customer outages.

These indices represent the average frequency or duration; however, these indices
neither give any indication of their limits nor of the manner in which they may vary. For
example, CAIDI is the average duration of an outage. Apparently, an outage can be
longer or shorter than CAIDI. How likely is it that an outage is longer than a particular
value, say, 10 h? The answer will be readily available if there is a probability distribution
that describes the variation of CAIDI. This area of pursuit is receiving increasing interest
these days, although it is still in its infancy. Evenwithout a theoretically basedmodel, it is
possible to use the actual data of previous years to depict the probability distribution of
the indices. The IEEE Distribution Subcommittee is working in the area of distribution
reliability indices, service continuity report, outage event definition, major event day
identification, and so forth.

4.7.3 Reliability Criteria

These days more and more emphasis is put on reliability. Reliability in engineering is a
quantifiable term, not just an abstract quality. To achieve a certain level of reliability, the
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main requirement is knowledge of what that level is. In generation, reliability is defined
in terms of “loss of load expectation” and is set at 0.1 days/year. In customer service
reliability, no such explicit goal is set, although utilitymanagement does compare annual
reliability indices with the national average and is usually delighted if the comparison is
favorable. Regulatory agencies in different jurisdictions inNorthAmerica are embarking
on adopting a performance-based rate (PBR) mechanism to provide an adequate level of
service reliability to customers.

4.7.4 Cost of Interruption Concept

It is a fairly easy task to set a reliability criterion. There are many factors and issues that
need to be taken into consideration in establishing reliability criteria. Chapter 12
identifies many issues and relevant factors in setting reliability performance standards.
As indicated earlier, there are many factors to consider; however, the most important one
is the cost of interruption. Some surveys have been conducted and cost figures have been
published. These cost figures vary fromone survey to another because of the difference of
time, region, and other factors. It is the methodology that is worth looking into.

The value of loss of load (VOLL) is expressed as $/kWor $/kWh. The derivation of
the VOLL depends on many factors; the three most important are time of year, duration,
and class of customer. If the time factor is assumed to be theworst, that is, in themiddle of
a cold winter, a graph can be plotted for the cost of interruption versus the duration of
interruption for each class of customer. So on the graph, there are different curves
representing residential, commercial, industrial customers, and so on.

The customer outage cost survey result is, of course, subject to variance, and there
are many refining techniques available to refine the collected data. In setting reliability
criteria, the cost of reliability should be considered. It is always possible to make the
system a littlemore reliable, but the cost incurred should bring in aworthwhile benefit. In
the past, the benefit of improvement in reliability was an abstract quality; even the
improvement in reliability itself is hard to measure; however nowadays, with reliability
quantified into indices and parameters, andwith a cost attached to an outage, it is possible
to obtain some cost/benefit comparison. Obviously, there are many other considerations
in reliability besides economic ones, such as utility image, political, technical, and even
health hazards (e.g., a long outage in winter); however, the cost/benefit analysis gives an
indication of themarginal improvement rate. This is an added advantage in proper system
planning and design.

4.8 CONCLUSIONS

This chapter has been concerned with practical applications of different reliability
techniques in distribution systems reliability and maintainability assessments. Simple
numerical examples have been used to illustrate the utilization of reliability models
in solving practical system problems. The chapter dealt with past and predictive
reliability assessment metrics. The past and predictive assessments of distribution
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system reliability performance metrics and methods will be further discussed in later
chapters. The concept of cost of service interruptions to customers is briefly introduced
in this chapter. The utilization reliability cost–reliability benefit concept will be further
enhanced and used in later chapters.
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5

ENGINEERING ECONOMICS

5.1 INTRODUCTION

Engineers do routinely make technical and nontechnical business decisions. There are
many factors and issues that can influence the decision-making processes such as
technical, social, and political considerations. However, for the most part, decisions are
made on the basis of economics. Decisions based on economics are considered to be the
most unbiased and the least controversial since everybody understands in terms of dollars
and cents. Technical people, such as engineers, try to make most decisions on an
economic basis. That means assigning dollar value to all items, even to some intangible
ones. This is more relevant in today’s electric utility business environment as the
electricity market is deregulated and competition is introduced.

The fundamental approach to economic planning is making engineering economic
decisions by first choosing from several options and then obtaining a dollar value for each
as best one can and compare, normally choosing the least costly one. It is important to
note that, because of the complexity of the options under considerations, care must be
taken that the comparisons are done on equal basis. A fewvery basic economics terms are
provided in this chapter. The intent is to facilitate general understanding of economic
planning in simple distribution system situations.

Power Distribution System Reliability. By Ali A. Chowdhury and Don O. Koval
Copyright � 2009 the Institute of Electrical and Electronics Engineers, Inc.



5.2 CONCEPT OF INTEREST AND EQUIVALENT

Interestmaybe thought of as the return obtainable by the productive investment of capital.
The rate of interest is the ratio between the interest chargeable or payable at the end of a
period and the money owed or invested at the beginning of that period. If the period of
investment is longer than the period for interest computation, the interest becomes
compounded, that is, the interest earned is automatically reinvested to earn more interest.

Since money can “grow,” the time of payment becomes significant. Payments that
differ in totalmagnitude but aremade at different datesmay be equivalent to one another;
for example, a payment of $100 now is equivalent to a payment of $110 1 year later if the
annual interest rate is 10%, because if we have the $100 now, we can earn $10 in a year at
10% interest rate for a total asset of $110 at the end of the year.

5.3 COMMON TERMS

There are many terminologies representing the various amounts of money and payments
at various points in time in the lifetime of a system. Some of themost common terms used
are the following:

Present Value: the value at a reference date of a future payment or receipt.
The present worth of a sum of money is of course just the face value of the sum.

Future Value: the value of a sum ofmoney at a future date. That sum ofmoney could
be the result of investment/payments from earlier times, or could be just a
payment or value at that future date.

Interest Period: the period of time at the end of which interest is calculated and
compounded. While the interest period used most often is a year, it could be a
half-year, a month, or anything.

Annuity: a series of equal cash payments or receipts made at the end of each period
(usually a year) in a uniform series.

SinkingFund:afundestablishedtoproduceadesiredamountattheendofagivenperiod
by means of a series of payments throughout the period. It is a form of annuity.

5.4 FORMULAS FOR COMPUTING INTEREST

In typical engineering economics studies, all the quantities such as present value, future
value, annual payment, and so on are all related. An investment may “grow” to a certain
value in the future; a series of payments for nyears is established to pay off a debt incurred
now, or tomeet an expense at a future date; different financial plans are converted to their
equivalent annual costs for comparison; and so on. The relationship between these
quantities is given by the following interest formulas:

i: interest rate per interest period

n: number of interest periods

98 ENGINEERING ECONOMICS



P: present sum of money or present value of future expenses/payments

S: sum ofmoney at the end of n periods or future value of investment paymentsmade
during the n periods

R: end-of-period payment or receipt in a uniform series continuing for the coming n
periods, the entire series equivalent to P or S

Given P, to find S

S ¼ Pð1þ iÞn ð5:1Þ

Given S, to find P

P ¼ S
1

ð1þ iÞn
	 


ð5:2Þ

Given S, to find R

R¼ S
i

ð1þ iÞn� 1

2
4

3
5

¼ S� sinking fund deposit factor:

ð5:3Þ

Given P, to find R

R¼ P
ið1þ iÞn
ð1þ iÞn� 1

2
4

3
5

¼ P� capital recovery factor:

ð5:4Þ

Given R, to find S

S ¼ R
ð1þ iÞn� 1

i

	 

ð5:5Þ

Given R, to find P

P ¼ R
ð1þ iÞn� 1

ið1þ iÞn
	 


ð5:6Þ

Capital recovery factor¼ sinking fund deposit factorþ interest rate. This process is
illustrated in Fig. 5.1.

With the advent of high-speed computers and several commercial spreadsheet
packages, the computations involved in these formulas are not difficult.
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Example 5.1

If a person deposits $5000 in the bank at an interest rate of 10% per year, howmuchwill it beworth
in 20 years?

S ¼ Pð1þ iÞn
¼ $5000ð1þ 0:10Þ20
¼ $33; 637:50

Example 5.2

A person wins a lottery of $50 million and decides to be paid by a 15-year annuity at 5% per year.
How much will he get per year?

R ¼ P ½capital recovery factor; 5%; 15 years�
¼ P� ið1þ iÞn

ð1þ iÞn� 1

¼ $50; 000; 000� 0:05ð1þ 0:05Þ15
ð1þ 0:05Þ15� 1

¼ $4; 814; 963:68

Example 5.3

Apersonwants to buy a houseworth $500,000 in 5 years. He saved the amount by depositing a fixed
sum at the end of each year.Howmuch should that annual deposit be if interest rate is 10%per year?

R ¼ S ½sinking fund deposit factor; 10%; 5 year�
¼ S� i

ð1þ iÞn� 1

¼ $500; 000� 0:1

ð1þ 0:1Þ5� 1

¼ $81; 898:74

Figure 5.1. Capital recovery process.
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Problem 5.1

Aman sets up a fund for his newborn son’s college education. He figures that his son will go to the
college at the age of 18 years for a cost of $200,000. How much should be put into the fund if the
interest rate is 5%.

Solution:

The formula to use is

P ¼ S
1

ð1þ iÞn

2
4

3
5

¼ $200; 000� 1

ð1:05Þ18
¼ $83; 104:13

Problem 5.2

A man retires with $3,000,000 at the age of 65. He wants to convert it to an annuity that will look
after him till he is 100 years. If the interest rate is 7%, what will be his annual retirement income?

Solution:

The formula to use is

R ¼ P
ið1þ iÞn
ð1þ iÞn� 1

2
4

3
5

¼ $3; 000; 000� 0:07ð1:07Þ35
ð1:07Þ35� 1

¼ $231; 600:00

5.5 ANNUAL COST

5.5.1 Concept of Annual Cost

Projects normally span a period of time with monetary transactions made at the
beginning, end, or anywhere in between that period. The comparison of different
options is meaningless unless the costs are brought to the same common basis.
One common ground that is usually used is the annual cost. The cost of a project
is converted to a uniform series of annual cost as if the project were financed by
equal annual sums. Different options are meaningless if the option costs are not
brought to the same basis as stated earlier. Different options can then be compared
on this basis.
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Example 5.4

A company will spend $5000 every year for a service for the next 20 years. If it buys its own
machine there will be a maintenance cost of $1000 and an insurance premium of $200. The
machine costs $50,000, and in 20 years it will still have a 10% salvage value. If the interest rate is
10% per year, is it worthwhile to buy a new machine?

Everything is already an annual cost except the purchase and salvage price of the newmachine.
The initial expense of $50,000 is equivalent to an annual expense of a certain amount for 20 years.
That amount is given by

R ¼ P� ½capital recovery factor; 10%; 20 year�
¼ P� ið1þ iÞn

ð1þ iÞn� 1

¼ $50; 000� 0:1ð1þ 0:1Þ20
ð1þ 0:1Þ20� 1

¼ $5872:98

The salvage value¼ $50,000� 10%¼ $5000 but that is the money 20 years down the road. To
express that as an annual credit for the preceding 20 years,

R ¼ S� ½sinking fund deposit factor; 10%; 20 year�
¼ S� i

ð1þ iÞn� 1

¼ $5000� 0:1

ð1þ 0:1Þ20� 1

¼ $87:30

Annual cost with new machine ¼ $ð5872:98� 87:30þ 1000þ 200Þ
¼ $6985:68

Annual cost at present ¼ $5000:00

So it is not worthwhile to buy a new machine.

5.5.2 Alternatives with Different Life Times

In many situations, the alternatives under considerations for comparison purposes will
have different lifetimes. The method used earlier is still valid if it can be assumed that at
the end of the shorter lived alternative, the alternative can be repeated. To compare the
alternatives, a time span equal to the least common multiple of the life spans of the
alternatives will have to be tabulated. For example, if one alternative has a life span of
25 years and another has a life span of 10 years, a 50-year period will have to be used.

In most practical cases, the conditions of an alternative will not repeat themselves
at the end of its life. Costs may go up. There may be new technologies and new
constraints. If price increases are predicted, the longer lived alternative will have an
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advantage. If technological improvements and cost reductions are forecast, the shorter
lived alternative will be favored. Economic comparisons become very complicated in
these circumstances.

5.6 PRESENT VALUE (PV) CONCEPT

The concept of present value is frequently used in planning and designing power systems.
In lieu of converting various expansion plans to annual costs, present values for
expansion projects are computed for comparison purposes. Normally a complex project
spanning a long period,with disbursements and receipts at various stages of the project, is
converted to a single value at present. Actually, it does not have to be the present date; it
could be any reference date. This is called capitalization. It is only one step away from the
annual cost because of the following formula:

R ¼ P� capital recovery factor

¼ P� ið1þ iÞn
ð1þ iÞn� 1

ð5:7Þ

In comparing alternatives of different lifetimes, a time span equal to the least
common multiple of the lives is normally used. Interest rates are assumed to be constant
for the entire period of comparison. The method is very simple. Each payment or receipt
can be converted to an equivalent value at a reference date, that is, present value if the
interest rate and time of transaction are known. Summing these up, the present value of
the entire project is obtained.

Example 5.5

Rework the Example 5.4 in Section 5.5.1 using present value comparison.
Alternative 1: Buying a new machine

Purchase price ¼ $50; 000
Salvage price ¼ $50; 000� 10%

¼ $5000 ðin year 20Þ
PV of salvage price ¼ $5000� 1

ð1:1Þ20
¼ $743:22

Annual cost¼ $(1000þ 200)¼ $1200, for 20 years

PV ¼ $1200� ð1:1Þ
20� 1

0:1ð1:1Þ20
¼ $10; 216:27
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Total present value ¼ $ð50; 000� 743:22þ 10; 216:27Þ
¼ $59; 473:05

Alternative 2: Pay for the service for 20 years

Annual service cost ¼ $5000

PV of service cost ¼ $7500� ð1:1Þ
20� 1

0:1ð1:1Þ20
¼ $42; 567:82

Alternative 2 is a lot cheaper.

Problem 5.3

Power plant expenses for a 5-year project are as follows:

Year 0: $260 million dam and site construction

Year 3: $60 million powerhouse construction

Year 5: $220 million equipment

Plus $30 million annually for operating expenses

A contractor offers to provide a turnkey project for $700million, half to be paid at the beginning
and half to be paid at the end of the 5-year project. If interest rate is 8%, is that offer worth
accepting?

Solution:

Everything is capitalized to present value

$260 million at Year 0 ¼ $260 million PV

$60 million at Year 3 ¼ $60 million � 1

ð1þ 0:08Þ3 PV

¼ $47:62 million

$220 million at Year 5 ¼ $220 million 	 ð1:08Þ5 PV
¼ $149:72 million

$30 million for 5 years ¼ $30 million� ð1:08Þ
5� 1

0:08ð1:08Þ5
¼ $119:78 million

Total present value of project¼ $577.12million
Contractor’s proposal:

$350 million at Year 0 ¼ $350 million PV

$350 million at Year 5 ¼ $350	 ð1:08Þ5 PV
¼ $238:2 million

Total cost of proposal¼ $588.20million
The contractor’s proposal is expensive.
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5.7 THEORY OF RATE OF RETURN

In a bank account, interest is paid as a percentage of the principal and then compounded
every interest period. A return on an investment is equivalent to the return from an annual
interest rate of i and is said to have a rate of return of i. For example, if a person invests
$20,000 and at the end of 5 years has $46,007.75, the rate of return will be 18.13%,
because the personwould have received the same amount ofmoney by putting it in a bank
account with an interest rate of 18.13%:

$20; 000ð1þ 0:1813Þ5 ¼ $46; 007:75

Most financial investments, however, consist of a series of disbursements and receipts
during that period. For example, the 5-year cash flow of a $10,000 investment may turn
out to be like the results shown in Table 5.1.

To calculate the rate of return on this investment, one has to find an interest rate such
that the net present value of the cash flow is zero. This has to be done by trial and error
using the following formula:

P ¼ S

ð1þ iÞn ð5:8Þ

For this example,
If i¼ 15%

PV ¼ $4000=ð1:15Þþ $4200=ð1:15Þ2þ $3600=ð1:15Þ3þ $3200=ð1:15Þ4
þ $2500=ð1:15Þ5� $10; 000

¼ $2093:68

i is not high enough.
If i¼ 24%

PV ¼ $51:78

i is not high enough.
If i¼ 24.27%

PV ¼ 0

So the rate of return¼ 24.27%.

TABLE 5.1. Five-Year Cash Flow of the $10,000 Investment

Year Disbursements Receipts Cash Flow

0 10,000 � 10,000
1 1000 5000 4000
2 800 5000 4200
3 1200 4800 3600
4 1300 4500 3200
5 1500 4000 2500
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As an illustration, in the previous example, the present value of the cash flow is zero
at i¼ 0.1813

$46; 007=ð1:1813Þ5� $20; 000 ¼ 0

therefore, the rate of return is 18.13%.

5.8 COST–BENEFIT ANALYSIS APPROACH

Before a project is considered, it is to be proved that the project is worthwhile and is not a
waste of money; or when there are several alternatives to be chosen from, it is necessary
to determine the alternative that is most beneficial, and in both situations, the conclusion
is made from a cost–benefit analysis.

Cost–benefit assessment is an economic approachwhere all the economic principles
apply. It is also applicable to all economic activities, from financial investment decisions
to the making of public policy. In the case of investment problems, the costs are the
capital and the benefits are the profits. The applications to other projects can be more
complicated. In many situations, there are a lot of intangibles. If those intangibles can be
quantified andmeasured, they need to be included in the analysis. Otherwise, the analysis
will include only the economic factors and the decisionmakers will have to include other
noneconomic factors in their considerations.

Example 5.6 (Substation Reliability)

Avery simplified representation of the investment decision is adopted in this example. The basic
intent behind this is to focus on the framework of cost–benefit analysis in similar situations and the
very essence of the trade-off involved. The example, for simplicity, assumed the alternative
considered would provide perfect reliability. The cost figures used for the customer interruption
and for the facility in the example are inCanadian funds. The economic parameters assumed are 2%
inflation rate and 9.71% discount rate. An aggregate outage cost value of $14/kWh was used in
computing impact of customer interruptions.

Assume that conventional power flow and dynamic performance analyses reveal substandard
reliability performance for the load point served by the substation in question according to the
utility reliability planning criteria. Planning engineers would normally perform conventional
technical and economic studies to investigate different transmission upgrade projects for the area
network served by the radial substation. Let the least-cost transmission project recommended by
the planning engineers taking into account cost, technical superiority, long-term fit, flexibility,
environment, safety, and all other pros and cons is to add another transformer to the substation to
improve the service reliability to the area customers.

If implemented, the proposed second transformer is expected to eliminate the customer outage
costs. The next step would be to perform a cost–benefit analysis for the proposed addition of a
second transformer to the substation to ascertain whether the capital investment would be justified
from customers’ point of interest in terms of reduced customer interruption cost rendered by the
transformer addition. Table 5.2 describes steps to calculate the cumulative present value of
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reliability benefits, that is, avoided customer interruption costs, should a second transformer be
provided to the substation with substandard performance at present.

In this illustrative example, an additional transformer to be added at a substation to serve an area
load of 25MWunder contingency operation. Themethod for the cost–benefit analysis is illustrated
in Table 5.2.

Assume that the expected frequency of a transformer outage is 0.2709 occurrence/year. The
average length of an outage is 6 h. The expected outage hours avoided due to the installation of a
second transformer at the substation is 1.63 h/year. The unserved peak load is 25MWwith a load
factor of 0.85. Therefore, the avoidable expected unserved energy is 35MWh/year. Assuming the
customer interruption cost for the mix of customers served by that substation to be $14/kWh yields
a cumulative present value of reliability benefits of $6,189,000 over 30 years. The cumulative
present value of the capital cost to add a second transformer over 30 years is $1,529,000. For this
example, the reliability benefit of adding a second transformer to the substation exceeds the cost of
adding a second transformer and may therefore be justified from the customers’ perspective.

5.9 FINANCIAL RISK ASSESSMENT

5.9.1 Basic Concept

Many times the decision maker does not have certainty in the outcome of things and yet
has to make a decision. In that situation, the person is taking a risk. Sometimes, this
cannot be avoided, as any action including inaction would also involve a risk. Therefore,
there should be some understanding of dealing with uncertainties, which is basically a
matter of probability.

5.9.2 Principles

The underlying principle in risk assessment is one of the expected value. The conse-
quences of all possible outcomes of an action are weighted according to the probabilities

TABLE 5.2. An Additional Transformer to be Added to a Substation

Economic Life of Transformer 30 years

Average frequency of transformer outage 0.2709 occurrences/year
Average length of an outage 6 h
Expected outage hours avoided 1.63 h/year
Unserved peak load 25MW
Load factor 85%
Avoidable expected unserved energy 35MWh
Customer interruption cost $14/kWh
Expected reliability benefits $490,000 per year
The cumulative present value of reliability
benefits over 30 years

$6,189,000

The capital cost of a transformer $1,000,000
The cumulative present value of the cost of a
transformer over 30 years

$1,529,000
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of the outcomes and summed together. The result is known as the expected value of the
action. This expected value is a representation of the average outcome of a decisionmade
under uncertainty. A typical example in power system application is the loss of load
expectation value computed in generation adequacy assessments.

Example 5.7

An investment in a growth stock has a 45% chance of doubling its value, 35% chance of keeping its
value and 20% chance of losing out completely. Is it worthwhile to invest?

The expected value;E ¼ 2� 45%þ 1� 35%þ 0� 20% ¼ 125%

In this case, the expected value is higher than the original investment, so it is profitable.
In a lot of risk assessment situations, the outcomes are much more complex than the above

simple illustrative example; however, the principle stays the same.

5.9.3 Concept of Risk Aversion

The above-mentioned principle is sound conceptually; however, in real life, there is
another factor that needs to be considered: the tendency to avoid risks. For example, an
investment with a 55% chance of doubling in value and a 45% chance of losing out
completely is mathematically the same as one with a sure gain, that is, 100% chance of
10%; however, just about every investor will prefer the 10% sure gain. In fact, an investor
may prefer a 5% sure gain over the 10% expected gains.

The basic reason for this kind of behavior is the diminishing marginal utility of
money, that is, additional investments of money becoming increasingly less useful to the
investor. This could be due to the cash flow requirements, less actual use for the
additional money, or simply psychology; it is, however, widely prevalent. For example,
given a choice between a sure $1 and a 50/50 chance of $2 or nothing, a person will
choose the sure $1 if the second dollar the personmay gain half the time is of less use than
the first dollar the person may lose half the time. So to take more of a risk, the person
would want a higher rate of return to compensate for it. This kind of attitude is true not
only in investment situations but also in other operations decisions. To take this behavior
into account, it is necessary to include a risk adjustment factor in the assessment of
alternative actions.

5.10 CONCLUSIONS

This chapter has presented basic models used in engineering economic analysis.
Different principles such as the concepts of interest, rate of return, present value, risk
assessment, risk aversion, and so on are discussed with examples. The primary objective
is to make engineering economic decisions by choosing from alternatives. The normal
approach is to specify each alternative and obtain the best dollar value one can for each
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and compare, normally choosing the least costly alternative. No attempt wasmade in this
book to provide a chapter with comprehensive economic theories and principles. The
readers are encouraged to consult various textbooks on the subject matter.
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6

RELIABILITY ANALYSIS
OF COMPLEX NETWORK

CONFIGURATIONS

6.1 INTRODUCTION

The techniques described in Chapters 3 and 4 are limited in their application to systems
and networks that have a series and parallel type of design structure. The majority of the
systems in the real world either do not have simple structures or operate by complex
operational logic. In solving complex networks or systems, additional modeling and
evaluation techniques are required to evaluate the reliability of such networks. This
chapter will introduce such models for assessing the reliability of complex network
configurations. The basic models for complex network solutions will be illustrated using
numerical examples.

The reliability analysis of series and parallel system configurations is generally not
complicated and depends upon the application of a set of basic equations. As the network
configurations become more complicated, these basic series–parallel methodologies
become compromised. There are many reliability analytical techniques for evaluating
the reliability of complex network configurations. Some of the common methodologies
used in practice are (1) state enumeration methods (event space methods), (2) network
reduction methods, and (3) path enumeration methods.

Power Distribution System Reliability. By Ali A. Chowdhury and Don O. Koval
Copyright � 2009 the Institute of Electrical and Electronics Engineers, Inc.



6.2 STATE ENUMERATION METHODOLOGIES

These methods involve defining all possible mutually exclusive states of a system based
on the states of its components. A state is defined by listing the successful and failed
elements in a system. For a system with n elements or components, there are 2n possible
states, so that a system of 5 components would have 32 states. The number of possible
states quickly becomes computationally unfeasible for systems with a large number of
components, as shown in Table 6.1.

The states that result in successful network system operation are identified, and the
probability of occurrence of each successful state is calculated. The reliability of the
system is the sum of all the successful state probabilities. The event tree technique is a
typical method that uses the state enumeration methodology and is computationally
efficient for systems containing a small number of components (e.g., five or fewer).

Example 6.1 (Event Tree Technique Applied to a Distribution
Network)
A utility distribution system single-line diagram is shown in Fig. 6.1.

6.2.1 Basic Assumptions: Criteria for System Success—Power is
Delivered to All Loads

A utility using the state enumeration methodology for evaluating system reliability, an
event tree can be constructed showing all possible combinations of component states
in the systemas shown in Fig. 6.2. Each cable branch can reside in twomutually exclusive
states, either operational (up) or failure (down). There are 32 possible branches in the tree
diagram. Exhaustive enumeration of all possible states is, however, often not necessary.

TABLE 6.1. Number of Possible States for a Given Number of Components

Number of Components Number of Possible States

1 2
2 4
4 16
5 32
10 1024
20 1,048,576
25 33,554,432
50 1,125,899,906,842,620
60 1,152,921,504,606,850,000
75 37,778,931,862,957,200,000,000
90 1,237,940,039,285,380,000,000,000,000
100 1,267,650,600,228,230,000,000,000,000,000
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System reliability can be obtained by summing up the probabilities associated with
all the operating branches. If the reliability of each cable branch is assumed to be 0.95
then the reliability of the system Rs is

Rs ¼
X5
i¼1

RðbranchiÞ ¼ 0:936682

where n¼ 5.

Rðbranchð1ÞÞ¼ R1� R2� R3� R4� R5 ¼ 0:95� 0:95� 0:95� 0:95� 0:95¼ 0:773781
Rðbranchð2ÞÞ¼ R1� R2� R3� R4� Q5¼ 0:95� 0:95� 0:95� 0:95� 0:05¼ 0:040725
Rðbranchð3ÞÞ¼ R1� R2� R3� Q4� R5¼ 0:95� 0:95� 0:95� 0:05� 0:95¼ 0:040725
Rðbranchð4ÞÞ¼ R1� R2� Q3� R4� R5¼ 0:95� 0:95� 0:05� 0:95� 0:95¼ 0:040725
Rðbranchð5ÞÞ¼ R1� Q2� R3� R4� R5¼ 0:95� 0:05� 0:95� 0:95� 0:95¼ 0:040725

Example 6.2 (EventTreeTechniqueAppliedtoaBridgeNetwork)

A utility distribution system single line diagram is shown in Fig. 6.3.

Rs ¼
X5
i¼1

RðbranchiÞ ¼ 0:994781

where n is the number of successful branches¼ 5.

Legend

Bus 1 - supply or source node

Bus 3, 4, and 5-demand or load buses

Bus number

i th Cable branch number

1 2 3

4 5
Load 5Load 4

Load 31 2

43

5

Figure 6.1. An illustrative utility distribution system.
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Figure 6.2. Event tree diagram for state enumeration of a distribution network.
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The reliability of each component is assumed to be 0.95 and R1¼R2¼R3¼R4¼R5¼R and
Qi¼ 1 � Ri where i is the ith component number. Q¼ 1 � R.

The system reliability is given as

Rs ¼ R5þ 5R4Qþ 8R3Q2þ 2R2Q3 ¼ 2R2þ 2R3� 5R4þ 2R5

Rs ¼ 0:994781

The event tree for Fig. 6.3 is illustrated in Fig. 6.4.

6.3 NETWORK REDUCTION METHODS

Network reduction methods combine series, parallel, and series–parallel subsystems
until a nonseries–parallel system results, which cannot be further reduced. Factoring
theorems are then used to obtain the reliability of the system. In general, network
reduction methods are useful if the network system under investigation consists of a
single-source node and a single-sink node. Multiple sink and source nodes cannot be
readily solved by network reduction methodologies.
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Figure 6.4. Event tree diagram for state enumeration of bridge network.
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6.3.1 Path Enumeration Methods: Minimum Tie Set

Path enumerationmethods are very valuable tools for system reliability evaluation. The tie
set analysis and the cut set analysis are the two well-known methods in which the former
uses the minimum path concept whereas the latter uses the minimum cut set concept.

A path is a set of elements (components) that form a connection between input and
output when traversed in a stated direction.

Aminimum path is one in which no node is traversed more than once in going along
the path.

The ith minimum path will be denoted as Ti, i¼ 1, n. Assuming that any path is
operable and the system performs adequately, then the system reliability is

Rs ¼ P [Ti

n

i¼1

	 


whereP [ ] represents the probability that at least one of the n pathswill be operable and[
denotes the union.

Example 6.3 (Tie Sets (Success Paths) Reliability: Evaluation of
Bridge Network Configuration)

A bridge network configuration is shown in Fig. 6.3.
A tie set identifies the componentswithin a given network configuration that forms a continuous

path that links the source node(s) with the network load point(s) (Fig. 6.5).
The bridge network configuration is repeated to enable visualization of the minimum tie sets.
The success paths (i.e., minimum tie sets) for the bridge network configuration are defined as

follows:

T1¼ [1,4]—path 1

T2¼ [2,5]—path 2

T3¼ [1,3,5]—path 3

T4¼ [2,3,4]—path 4

A visual description of defining the above minimum tie sets is shown in Fig. 6.6.
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2

3

4

5

Load
Point

Figure 6.5. Power system bridge network.

116 RELIABILITY ANALYSIS OF COMPLEX NETWORK CONFIGURATIONS



Source

1 4

Load
point

T1 = [R1 ∩ R4]  

T1 = [1, 4 ]    - path 1 

Source

2 5

T2 = [R2 ∩ R5] 

T2 = [ 2, 5 ]    - path 2 

Source

1

3

5
T3 = [R1 ∩ R3 ∩ R5] 

T4 = [R2 ∩ R3 ∩ R4] 

T3 = [1, 3, 5] - path 3 

Source

2

3

4

T4 = [2, 3, 4] - path 4 

Load
point

Load
point

Load
point

Figure 6.6. Definition of tie sets for the bridge network configuration.
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The reliability of the bridge network configuration is defined as

Rs ¼ PðT1 [ T2 [ T3 [ T4Þ

The number of terms N for the system reliability expression Rs is N¼ 2n � 1¼ 24 � 1¼ 15,
where n is the number of operational paths or tie sets.

Note:

RðTiÞ ¼ probability that Tie Set is reliable

ði:e:; a successful path linking source and sink nodesÞ ¼ RðTiÞ

Rs ¼ PðT1 [ T2 [ T3 [ T4Þ

Rs ¼ RðT1ÞþRðT2ÞþRðT3ÞþRðT4Þ�RðT1 \ T2Þ�RðT1 \ T3Þ�RðT1 \ T4Þþ � � �
þ � � � �RðT2 \ T3Þ�RðT2 \ T4Þ�RðT3 \ T4ÞþRðT1 \ T2 \ T3Þþ � � �
þ � � � þRðT1 \ T2 \ T4ÞþRðT1 \ T3 \ T4ÞþRðT2 \ T3 \ T4Þþ � � �
þ � � � �RðT1 \ T2 \ T3 \ T4Þ

Assuming R1¼R2¼R3¼R4¼R5¼R

RðT1Þ ¼ R1� R2 ¼ R2

RðT2Þ ¼ R2� R5 ¼ R2

RðT3Þ ¼ R1� R3� R5 ¼ R3

RðT4Þ ¼ R2� R3� R4 ¼ R3

RðT1 \ T2Þ ¼ R1� R2� R4� R5 ¼ R4

RðT1 \ T3Þ ¼ R1� R3� R4� R5 ¼ R4

RðT1 \ T4Þ ¼ R1� R2� R3� R4 ¼ R4

RðT2 \ T3Þ ¼ R1� R2� R3� R5 ¼ R4

RðT2 \ T4Þ ¼ R2� R3� R4� R5 ¼ R4

RðT3 \ T4Þ ¼ R1� R2� R3� R4� R5 ¼ R5

RðT1 \ T2 \ T3Þ ¼ R1� R2� R3� R4� R5 ¼ R5

RðT1 \ T2 \ T4Þ ¼ R1� R2� R3� R4� R5 ¼ R5

RðT1 \ T3 \ T4Þ ¼ R1� R2� R3� R4� R5 ¼ R5

RðT2 \ T3 \ T4Þ ¼ R1� R2� R3� R4� R5 ¼ R5

RðT1 \ T2 \ T3 \ T4Þ ¼ R1� R2� R3� R4� R5 ¼ R5

Rs ¼ RðT1ÞþRðT2ÞþRðT3ÞþRðT4Þ�RðT1 \ T2Þ�RðT1 \ T3Þ�RðT1 \ T4Þ � � �
RðT2 \ T3Þ�RðT2 \ T4Þ�RðT3 \ T4ÞþRðT1 \ T2 \ T3ÞþRðT1 \ T2

\T4ÞþRðT1 \ T3 \ T4ÞþRðT2 \ T3 \ T4Þ�RðT1 \ T2 \ T3 \ T4Þ

Assuming R1¼R2¼R3¼R4¼R5¼R, the reliability of the bridge network configuration is

Rs ¼ 2R2þ 2R3� 5R4þ 2R5

If R ¼ 0.95, then Rs¼ 0.994781.
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Example 6.4 (Tie Sets (Success Paths) Reliability Methodology
Applied to the Distribution Network)

A utility distribution system single-line diagram, as shown in Fig. 6.1, is repeated below and the tie
sets reliability methodology is illustrated using this network (Fig. 6.7).

As was the case for the state enumeration approach presented in Section 6.1, the criterion for
system success is power delivered to all loads.

The minimum tie set (or paths) for the above network is defined as follows:

T1¼ [1, 2, 4, 5]—path 1: component 3 failed

T2¼ [1, 3, 4, 5]—path 2: component 2 failed

T3¼ [1, 2, 3, 4]—path 3: component 5 failed

T4¼ [1, 2, 3, 5]—path 4: component 4 failed

A visual description of defining the above minimum tie sets is shown in Figs. 6.8–6.11.

Rs ¼ RðT1 [ T2 [ T3 [ T4Þ

Rs ¼ RðT1ÞþRðT2ÞþRðT3ÞþRðT4Þ�RðT1 \ T2Þ�RðT1 \ T3Þ�RðT1 \ T4Þþ � � �
þ � � � �RðT2 \ T3Þ�RðT2 \ T4Þ�RðT3 \ T4ÞþRðT1 \ T2 \ T3Þþ � � �
þ � � � þRðT1 \ T2 \ T4ÞþRðT1 \ T3 \ T4ÞþRðT2 \ T3 \ T4Þþ � � �
þ � � � �RðT1 \ T2 \ T3 \ T4Þ

Legend

Bus 1 - supply or source node

Bus 3, 4, and 5 - demand or load buses

Bus number

i th Cable branch number

1 2 3

4 5
Load 5Load 4

Load 31 2

43

5

Figure 6.7. A bridge network configuration.
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T1 = [R1 ∩ R2 ∩ R4 ∩  R5] 

1 2 3

4 5
Load 5Load 4

Load 31 2

4

5

Figure 6.8. Definition of tie set T1. T1¼ [1,2,4,5]—Path 1. . .component 3 failed.

1 2 3

4 5
Load 5Load 4

Load 31

3 4

5

T2 = [R1 ∩ R3 ∩ R4 ∩ R5] 

Figure 6.9. Definition of tie set T2. T2¼ [1,3,4,5]—Path 2. . .component 2 failed.

1 2 3

4 5
Load 4

1 2

3 4

Load 5

Load 3

T3 = [R1 ∩ R2 ∩ R3 ∩  R4] 

Figure 6.10. Definition of tie set T3. T3¼ [1,2,3,4]—Path 3. . .component 5 failed.

1 2 3

4 5
Load 4

1 2

3

5 Load 5

Load 3

T4 = [R1 ∩ R2 ∩ R3 ∩  R5] 

Figure 6.11. Definition of tie set T4. T4¼ [1,2,3,5]—Path 4. . .component 4 failed.
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Assuming R1¼R2¼R3¼R4¼R5¼R

RðT1Þ ¼ R1� R2� R4� R5 ¼ R4

RðT2Þ ¼ R1� R3� R4� R5 ¼ R4

RðT3Þ ¼ R1� R2� R3� R4 ¼ R4

RðT4Þ ¼ R1� R2� R3� R5 ¼ R4

RðT1 \ T2Þ ¼ R1� R2� R3� R4� R5 ¼ R5

RðT1 \ T3Þ ¼ R1� R2� R3� R4� R5 ¼ R5

RðT1 \ T4Þ ¼ R1� R2� R3� R4� R5 ¼ R5

RðT2 \ T3Þ ¼ R1� R2� R3� R4� R5 ¼ R5

RðT2 \ T4Þ ¼ R1� R2� R3� R4� R5 ¼ R5

RðT3 \ T4Þ ¼ R1� R2� R3� R4� R5 ¼ R5

RðT1 \ T2 \ T3Þ ¼ R1� R2� R3� R4� R5 ¼ R5

RðT1 \ T2 \ T4Þ ¼ R1� R2� R3� R4� R5 ¼ R5

RðT1 \ T3 \ T4Þ ¼ R1� R2� R3� R4� R5 ¼ R5

RðT2 \ T3 \ T4Þ ¼ R1� R2� R3� R4� R5 ¼ R5

RðT1 \ T2 \ T3 \ T4Þ ¼ R1� R2� R3� R4� R5 ¼ R5

Rs ¼ 4R4� 6R5þ 4R5�R5 ¼ 4R4� 3R5

If R¼ 0.95, then

Rs ¼ 4ð0:814506Þ� 3ð0:773781Þ
¼ 0:936682

6.3.2 Path Enumeration Methods: Minimum Cut Set

A cut set is defined as a set of elements that, if fails, causes the system to fail regard-
less of the condition of the other elements in the system. A minimum cut set is one in
which there is no proper subset of elements whose failure alone will cause the system
to fail.

A minimal cut set is such that if any component is removed from the set, the
remaining elements collectively are no longer a cut set. The ithminimumpath of possible
n pathswill be denoted as Ci. Assuming that any path is operable and the systemperforms
adequately, then the system reliability is

Rs ¼ 1�P [ Ci

n

i¼1

	 

or Qs ¼ P [ Ci

n

i¼1

	 


where P[ ] represents the probability that at least one of the n paths will have failed and[
denotes the union.
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Example 6.5 (Cut Sets (Failure Paths) Reliability Methodology
Applied to the Distribution Network)

Thecut sets reliabilitymethodology is illustratedusing theutility distribution systemas shown inFig. 6.12.
The criterion for system success is power delivered to all loads.

Basedon thesystemreliabilitycriteria, theminimumcut sets for theabovenetworkare

C1¼ [1]—component 1 failed

C2¼ [2, 3]—components 2 and 3 failed

C3¼ [2, 4]—components 2 and 4 failed

C4¼ [2, 5]—components 2 and 5 failed

C5¼ [3, 4]—components 3 and 4 failed

C6¼ [3, 5]—components 3 and 5 failed

C7¼ [4, 5]—components 4 and 5 failed

A visual description of defining the above cut sets is shown in Figs. 6.13–6.20.

Legend

Bus 1 - supply  or  source node

Bus 3, 4 ,  and 5 - demand or  load buses

Bus number

i th Cable branch number

1 2 3

4 5
Load 5Load 4

Load 31 2

43

5

Figure 6.12. A bridge network configuration.

C1

C1 = [1]

Load 3
interrupted

Load 5
interrupted

1 2 3

4 5

2

3 4

5Load 4
interrupted

Figure 6.13. Definition of cut set C1. C1¼ [1]. . .component 1 failed.
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C2 = [2,3]

C2

Load 3
interrupted

Load 5
interrupted

1 32

4 5

1

4

5Load 4
interrupted

Figure 6.14. Definition of cut set C2. C2¼ [2,3]. . .components 2 and 3 failed.

C3 = [2,4]

C3
Load 3

interrupted

Load 5
interrupted

1 2 3

4 5

1

3

5Load 4
interrupted

Figure 6.15. Definition of cut set C3. C3¼ [2,4]. . .components 2 and 4 failed.

C4

C4 = [2,5]

Load 3
interrupted

Load  5
interrupted

1 2 3

4 5

1

3 4

Load  4
interrupted

Figure 6.16. Definition of cut set C4. C4¼ [2,5]. . .components 2 and 5 failed.

C5C5 = [3,4]

Load 3
interrupted

Load 5
interrupted

1 2 3

4 5

1 2

5Load 4
interrupted

Figure 6.17. Definition of cut set C5. C5¼ [3,4]. . .components 3 and 4 failed.
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C6

C6 = [3,5]

Load 3
interrupted

Load 5
interrupted

1 2 3

4 5

1 2

4

Load 4
interrupted

Figure 6.18. Definition of cut set C6. C6¼ [3,5]. . .components 3 and 5 failed.

C7

C7 = [4,5]

Load 3
interrupted

Load 5
interrupted

1 2 3

4 5

1 2

3

Load 4
interrupted

Figure 6.19. Definition of cut set C7. C7¼ [4,5]. . .components 4 and 5 failed.

1 2 3

4 5

Load 5Load 4

Load 31 2

3 4

5

C1 C2 C3

C5

C6 C7C4

Figure 6.20. Definition of all cuts.
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Given
C1¼ [1]—component 1 failed

C2¼ [2, 3]—components 2 and 3 failed

C3¼ [2, 4]—components 2 and 4 failed

C4¼ [2, 5]—components 2 and 5 failed

C5¼ [3, 4]—components 3 and 4 failed

C6¼ [3, 5]—components 3 and 5 failed

C7¼ [4, 5]—components 4 and 5 failed

Rs ¼ 1�P [ Ci

n

i¼1

	 

or Qs ¼ P [ Ci

n

i¼1

	 


The above cut set can be summarized in Fig. 6.20.
Given
C1¼ [1]—component 1 failed

C2¼ [2, 3]—components 2 and 3 failed

C3¼ [2, 4]—components 2 and 4 failed

C4¼ [2, 5]—components 2 and 5 failed

C5¼ [3, 4]—components 3 and 4 failed

C6¼ [3, 5]—components 3 and 5 failed

C7¼ [4, 5]—components 4 and 5 failed

Qs ¼ P [ Ci

n

i¼1

	 


Seven First-Order Cut Combinations and Their Probability Expressions

Q(C1) Q(C2) Q(C3) Q(C4) Q(C5) Q(C6) Q(C7)

Q1 Q2�Q3 Q2�Q4 Q2�Q5 Q3�Q4 Q3�Q5 Q4� 5

Twenty-One Second-Order Cut Combinations and Their Probability Expressions

Q(C1\C2) Q(C1\C3) Q(C1\C4) Q(C1\C5) Q(C1\C6) Q(C1\C7)
Q1�Q2�Q3 Q1�Q2�Q4 Q1�Q2�Q5 Q1�Q3�Q4 Q1�Q3�Q5 Q1�Q4�Q5

Q(C2\C3) Q(C2\C4) Q(C2\C5) Q(C2\C6) Q(C2\C7)
Q2�Q3�Q4 Q2�Q3�Q5 Q2�Q3�Q4 Q2�Q3�Q5 Q2�Q3

�Q4�Q5

Q(C3\C4) Q(C3\C5) Q(C3\C6) Q(C3\C7)
Q2�Q4�Q5 Q2�Q3�Q5 Q2�Q3

�Q4�Q5

Q2�Q4�Q5

Q(C4\C5) Q(C4\C6) Q(C4\C7)
Q2�Q3�Q4�Q5 Q2�Q3�Q5 Q2�Q4�Q5

Q(C5\C6) Q(C5\C7)
Q3�Q4�Q5 Q3�Q4�Q5

Q(C6\C7)
Q3�Q4�Q5
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Thirty-Five Third-Order Cut Combinations and Their Probability Expressions

Q(C1\C2\C3) Q(C1\C2\C4) Q(C1\C2\C5) Q(C1\C2\C6) Q(C1\C2\C7)
Q1�Q2

�Q3�Q4

Q1�Q2�Q3�Q5 Q1�Q2�Q3�Q4 Q1�Q2�Q3�Q5 Q1�Q2�Q3

�Q4�Q5

� Q(C1\C3\C4) Q(C1\C3\C5) Q(C1\C3\C6) Q(C1\C3\C7)
Q1�Q2�Q4�Q5 Q1�Q2�Q3�Q4 Q1�Q2�Q3

�Q4�Q5

Q1�Q2�Q4�Q5

Q(C1\C4\C5) Q(C1\C4\C6) Q(C1\C4\C7)
Q1�Q2�Q3

�Q4�Q5

Q1�Q2�Q3�Q5 Q1�Q2�Q4�Q5

Q(C1\C5\C6) Q(C1\C5\C7)
Q1�Q3�Q4�Q5 Q1�Q3�Q4�Q5

Q(C1\C6\C7)
Q1�Q3�Q4�Q5

Q(C2\C3\C4) Q(C2\C3\C5) Q(C2\C3\C6) Q(C2\C3\C7)
Q2�Q3�Q4�Q5 Q2�Q3�Q4 Q2�Q3�Q4�Q5 Q2�Q3�Q4�Q5

Q(C2\C4\C5) Q(C2\C4\C6) Q(C2\C4\C7)
Q2�Q3�Q4�Q5 Q2�Q3�Q5 Q2�Q3�Q4�Q5

Q(C2\C5\C6) Q(C2\C5\C7)
Q2�Q3�Q4�Q5 Q2�Q3�Q4�Q5

Q(C2\C6\C7)
Q2�Q3�Q4�Q5

Q(C3\C4\C5) Q(C3\C4\C6) Q(C3\C4\C7)
Q2�Q3�Q4�Q5 Q2�Q3�Q4�Q5 Q2�Q4�Q5

Q(C3\C5\C6) Q(C3\C5\C7)
Q2�Q3�Q4�Q5 Q2�Q3�Q4�Q5

Q(C3\C6\C7)
Q2�Q3�Q4�Q5

Q(C4\C5\C6) Q(C4\C5\C7)
Q2�Q3�Q4�Q5 Q2�Q3�Q4�Q5

Q(C4\C6\C7)
Q2�Q3�Q4�Q5

Q(C5\C6\C7)
Q3�Q4�Q5

Thirty-Five Fourth-Order Cut Combinations and Their Probability Expressions

Q(C1\C2\C3\C4) Q(C1\C2\C3\C5) Q(C1\C2\C3\C6) Q(C1\C2\C3\C7)
Q1�Q2�Q3�Q4�Q5 Q1�Q2�Q3�Q4 Q1�Q2�Q3�Q4�Q5 Q1�Q2�Q3�Q4�Q5

Q(C1\C2\C4\C5) Q(C1\C2\C4\C6) Q(C1\C2\C4\C7)
Q1�Q2�Q3�Q4�Q5 Q1�Q2�Q3�Q5 Q1�Q2�Q3�Q4�Q5

Q(C1\C2\C5\C6) Q(C1\C2\C5\C7)
Q1�Q2�Q3�Q4�Q5 Q1�Q2�Q3�Q4�Q5

Q(C1\C2\C6\C7)
Q1�Q2�Q3�Q4�Q5

Q(C1\C3\C4\C5) Q(C1\C3\C4\C6) Q(C1\C3\C4\C7)
Q1�Q2�Q3�Q4�Q5 Q1�Q2�Q3�Q4�Q5 Q1�Q2�Q4�Q5

Q(C1\C3\C5\C6) Q(C1\C3\C5\C7)
Q1�Q2�Q3�Q4�Q5 Q1�Q2�Q3�Q4�Q5

Q(C1\C3\C6\C7)
Q1�Q2�Q3�Q4�Q5

(continued )
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Q(C1\C4\C5\C6) Q(C1\C4\C5\C7)
Q1�Q2�Q3�Q4�Q5 Q1�Q2�Q3�Q4�Q5

Q(C1\C4\C6\C7)
Q1�Q2�Q3�Q4�Q5

Q(C1\C5\C6\C7)
Q1�Q3�Q4�Q5

Q(C2\C3\C4\C5) Q(C2\C3\C4\C6) Q(C2\C3\C4\C7)
Q2�Q3�Q4�Q5 Q2�Q3�Q4�Q5 Q2�Q3�Q4�Q5

Q(C2\C3\C5\C6) Q(C2\C3\C5\C7)
Q2�Q3�Q4�Q5 Q2�Q3�Q4�Q5

Q(C2\C3\C6\C7)
Q2�Q3�Q4�Q5

Q(C2\C4\C5\C6) Q(C2\C4\C5\C7)
Q2�Q3�Q4�Q5 Q2�Q3�Q4�Q5

Q(C2\C4\C6\C7)
Q2�Q3�Q4�Q5

Q(C2\C5\C6\C7)
Q2�Q3�Q4�Q5

Q(C3\C4\C5\C6) Q(C3\C4\C5\C7)
Q2�Q3�Q4�Q5 Q2�Q3�Q4�Q5

Q(C3\C4\C6\C7)
Q2�Q3�Q4�Q5

Q(C3\C5\C6\C7)
Q2�Q3�Q4�Q5

Q(C4\C5\C6\C7)
Q2�Q3�Q4�Q5

Twenty-One Fifth-Order Cut Combinations and Their Probability Expressions

Q(C1\C2\C3\C4\C5) Q(C1\C2\C3\C4\C6) Q(C1\C2\C3\C4\C7)
Q1�Q2�Q3�Q4�Q5 Q1�Q2�Q3�Q4�Q5 Q1�Q2�Q3�Q4�Q5

Q(C1\C2\C3\C5\C6) Q(C1\C2\C3\C5\C7)
Q1�Q2�Q3�Q4�Q5 Q1�Q2�Q3�Q4�Q5

Q(C1\C2\C3\C6\C7)
Q1�Q2�Q3�Q4�Q5

Q(C1\C2\C4\C5\C6) Q(C1\C2\C4\C5\C7)
Q1�Q2�Q3�Q4�Q5 Q1�Q2�Q3�Q4�Q5

Q(C1\C2\C4\C6\C7)
Q1�Q2�Q3�Q4�Q5

Q(C1\C2\C5\C6\C7)
Q1�Q2�Q3�Q4�Q5

Q(C1\C3\C4\C5\C6) Q(C1\C3\C4\C5\C7)
Q1�Q2�Q3�Q4�Q5 Q1�Q2�Q3�Q4�Q5

Q(C1\C3\C4\C6\C7) Q(C1\C3\C5\C6\C7)
Q1�Q2�Q3�Q4�Q5 Q1�Q2�Q3�Q4�Q5

Q(C1\C4\C5\C6\C7)
Q1�Q2�Q3�Q4�Q5

Q(C2\C3\C4\C5\C6) Q(C2\C3\C4\C5\C7)
Q2�Q3�Q4�Q5 Q2�Q3�Q4�Q5

Q(C2\C3\C4\C6\C7) Q(C2\C3\C5\C6\C7)
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Q2�Q3�Q4�Q5 Q2�Q3�Q4�Q5

Q(C2\C4\C5\C6\C7) Q(C3\C4\C5\C6\C7)
Q2�Q3�Q4�Q5 Q2�Q3�Q4�Q5

Seven Sixth-Order Cut Combinations and Their Probability Expressions

Q(C1\C2\C3\C4\C5\C6) Q(C1\C2\C3\C4\C5\C7)
Q1�Q2�Q3�Q4�Q5 Q1�Q2�Q3�Q4�Q5

Q(C1\C2\C3\C4\C6\C7) Q(C1\C2\C3\C5\C6\C7)
Q1�Q2�Q3�Q4�Q5 Q1�Q2�Q3�Q4�Q5

Q(C1\C2\C4\C5\C6\C7) Q(C1\C3\C4\C5\C6\C7)
Q1�Q2�Q3�Q4�Q5 Q1�Q2�Q3�Q4�Q5

Q(C2\C3\C4\C5\C6\C7)
Q2�Q3�Q4�Q5

One Seventh-Order Cut Combination and Its Probability Expressions

Q(C1\C2\C3\C4\C5\C6\C7)
Q1�Q2�Q3�Q4�Q5

Qs¼P [ Ci

7

i¼1

h i

Assuming Q1¼Q2¼Q3¼Q4¼Q5¼Q (component)

Combinations
(i at a time) Expression Sign

1 Qþ 6Q2 þ
2 18Q3þ 3Q4 �
3 4Q3þ 28Q4þ 3Q5 þ
4 19Q4þ 16Q5 �
5 6Q4þ 15Q5 þ
6 Q4þ 6Q5 �
7 Q5 þ

Qs¼Qþ 6Q2 � 14Q3þ 11Q4 � 3Q5

Deriving an expression for the distribution system in terms of R
Substituting Q¼ 1 � R into the equation for Qs results in

Note:

Q¼ 1 � R

Q2¼ 1 � 2RþR2
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Q3¼ 1 � 3Rþ 3R2 � R3

Q4¼ 1 � 4Rþ 6R2 � 4R3þR4

Q5¼ 1 � 5Rþ 10R2 � 10R3þ 5R4 � R5

Qs ¼ ½1�R� þ ½6� 12Rþ 6R2� þ ½� 14þ 42R� 42R2þ 14R3� þ � � �
þ ½11� 44Rþ 66R2� 44R3þ 11R4� þ ½� 3þ 15R� 30R2

þ 30R3� 15R4þ 3R5�
Qs ¼ 1� 4R4þ 3R5

Rs ¼ 1�Qs ¼ 4R� 3R5

If Q¼ 0.05 and R¼ 0.95 then:

Qs ¼ 0:063318
Rs ¼ 1�Qs ¼ 0:063318

6.4 BAYES’ THEOREM IN RELIABILITY

Not all network configurations can be reduced to either a series or a parallel system
or a combination of both systems. In many cases, components are interconnected
within a network configuration such that they cannot be classified as being connec-
ted in parallel or in series. Bayes’ theorem is based on conditional probability and
is commonly applied when two mutually exclusive events are associated with each
component of a network. The theorem states the following:

If A is an event that depends on one of the two mutually exclusive events, Bi

and Bj, of which one must necessarily occur, then the probability of the occurrence
of A is

PðAÞ ¼ PðA jBiÞPðBiÞþPðA jBjÞPðBjÞ

This is the same expression we used previously for conditional probability problems.
Now, wewill refer to the conditional probability methodology as Bayes’ theoremwhen
applied to evaluating the reliability of network configurations. Bayes’ theorem stated
in reliability terms is

Rs ¼ PðSS j component i is upÞ Ri þPðSS j component i is downÞQi

where SS stands for “system success.”
As the network configurations become more complex, it is imperative that the

system successful paths between the input and the output terminals of the reliability
block diagram be clearly defined.
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Note: The system operates if there is a successful path between the input and the
output terminals of the reliability block diagram.

Example 6.6 (Bayes’ Theorem)

The reliability block diagram of a network configuration is given in Fig. 6.5. Calculate the
reliability of the network configuration given in Fig. 6.5 by using Bayes’ theorem (Fig. 6.21).

System success operational paths: A–D, B–D, B–E, C–E

Rs ¼ PðSS j component B is upÞRBþPðSS j component B is downÞQB

Given: component B is up
The original network configuration given that component B is up can be redrawn as follows

(Fig. 6.22):
The probability evaluation of P(SS|component B is up) reduces to two components in parallel

(i.e., D and E).

PðSS j component B is upÞ ¼ ½1�ð1�RDÞð1�REÞ� ¼ RDþRE�RDRE

Figure 6.21. Example system configuration.

A C

InputInputInput

D E

OutputOutput

B

Figure 6.22. Reliability block diagram: given component B is UP.

130 RELIABILITY ANALYSIS OF COMPLEX NETWORK CONFIGURATIONS



Given: component B is down
The original network configuration given that component B is down can be redrawn as follows

(Fig. 6.23):
The probability evaluation ofP(SS|componentB is down) reduces to two series paths in parallel

(i.e., A–D and C–E).

PðSS j component B is downÞ ¼ ½1�ð1�RARDÞð1�RCREÞ� ¼ RARDþRCRE�RARDRCRE

Rs ¼ PðSS j component B is upÞRBþPðSS j component B is downÞQB

Rs ¼ ½1�ð1�RDÞð1�REÞ�RBþ ½1�ð1�RARDÞð1�RCREÞ�ð1�RBÞ
¼ RDRBþRERB�RDRERBþRARDþRCRE�RARDRB�RCRERB�RARDRCRE

þRARDRCRERB

An Alternative Approach to the Problem
The reliability of the previous network configuration was solved from a system success

viewpoint; however, it can also be solved from a system failure viewpoint as follows:

Qs ¼ PðSF j component B is upÞRBþPðSF j component B is downÞQB

where SF stands for system failure.
Given: component B is up
The original network configuration given that component B is up can be redrawn as follows

(Fig. 6.24):

A C

InputInput

D E

OutputOutput

B

Figure 6.23. Reliability block diagram: given component B is DOWN.

A C

InputInputInput

D E

OutputOutput

B

Figure 6.24. Reliability block diagram: given component B is UP.
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The probability evaluation of P(SF|component B is up) reduces to two components in parallel
(i.e., D and E). Both components D and E must fail to cause system failure.

PðSFjcomponent B is upÞ ¼ QDQE ¼ ½ð1�RDÞð1�REÞ� ¼ 1�RD�RE�RDRE

Given: component B is down
The original network configuration given that component B is down can be redrawn as follows

(Fig. 6.25):
The probability evaluation ofP(SF|component B is down) reduces to two series paths in parallel

(i.e., A–D and C–E). Both paths must fail to cause system failure.

PðSFjcomponent B is downÞ ¼ QADQCE ¼ ½ð1�RARDÞð1�RCREÞ�
¼ 1�RARD�RCREþRARDRCRE

Qs ¼ PðSFjcomponent B is upÞRBþPðSFjcomponent B is downÞQB

Qs ¼ ½1�RD�RE�RDRE�RBþ ½1�RARD�RCREþRARDRCRE�ð1�RBÞ
¼ 1�RDRB�RERBþRDRERB�RARD�RCREþRARDRBþRCRERBþRARDRCRE

�RARDRCRERB

Rs ¼ 1�Qs

¼ RDRBþRERB�RDRERBþRARDþRCRE�RARDRB�RCRERB�RARDRCRE

þRARDRCRERB

Note: Either the “system success viewpoint” or the “system failure viewpoint” approach will result
in the same answer.

Problem 6.1 (Bayes’ Theorem)

The reliability block diagram of a network configuration is shown in the figure below.Calculate the
reliability of the network configuration below by using Bayes’ theorem (Fig. 6.26).

A C

InputInput

D E

OutputOutput

B

Figure 6.25. Reliability block diagram: given component B is DOWN.
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System success operational paths: A–B–G, A–C–F, D–C–F, D–E–F

Rs ¼ PðSSjcomponent A is upÞRAþPðSSjcomponent A is downÞQA

Given: component A is up

PðSSjcomponent A is upÞ ¼ PðSSjcomponent C is upÞRCþPðSSjcomponent C is downÞQC

Given component A is up, the resulting network configurations, subject to component C being
up and down, are shown in Fig. 6.27.

Figure 6.26. Example system configuration.

Figure 6.27. System configuration: given component A is up.
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PðSSjcomponent A is upÞ ¼ PðSSjcomponent C is upÞRCþPðSSjcomponent C is downÞQC

PðSSjcomponent C is upÞ ¼ RBRGþRF�RBRGRF

PðSSjcomponent C is downÞ ¼ RBRGþRDRERF�RBRGRDRERF

PðSSjcomponent A is upÞ ¼ ½RBRGþRF�RBRGRF�RCþ ½RBRGþRDRERF�RBRGRDRERF�QC

Given: component A is down

PðSSjcomponent A is downÞ ¼ PðSSjcomponent C is upÞRCþPðSSjcomponent C is downÞQC

Given component A is down, the resulting network configurations, subject to component C
being up and down, are shown in Fig. 6.28.

PðSSjcomponent A is downÞ ¼ PðSSjcomponent C is upÞRCþPðSSjcomponent C is downÞQC

PðSSjcomponent C is upÞ ¼ RDRF

PðSSjcomponent C is downÞ ¼ RDRERF

PðSSjcomponent A is downÞ ¼ ½RDRF�RCþ ½RDRERF�QC

Rs ¼ PðSSjcomponent A is upÞRAþPðSSjcomponent A is downÞQA

¼ ½RBRGþRF�RBRGRF�RCRAþ � � �
þ ½RBRGþRDRERF�RBRGRDRERF�ð1�RCÞRAþ � � �
þ ½RDRFRCþRDRERFð1�RC�ð1�RAÞ

Figure 6.28. System configuration: given component A is down.
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If all the components are identical (i.e., RA¼RB¼RC¼RD¼RE¼RF¼RG¼ 0.90), then the
system reliability would be Rs¼ 0.960165.

Problem 6.2 (Bayes’ Theorem)

The reliability block diagram of a network configuration is shown in Fig. 6.29 (i.e., the same
configuration as Problem 6.1). Calculate the reliability of the network configuration below
selecting component C as the starting component in the reliability analysis.

System success operational paths: A–B–G, A–C–F, D–C–F, D–E–F

Rs ¼ PðSSjcomponent C is upÞRCþPðSSjcomponent C is downÞQC

Given: component C is up

PðSSjcomponent C is upÞ ¼ PðSSjcomponent A is upÞRAþPðSSjcomponent A is downÞQA

¼ ½RFþRBRG�RFRBRG�RAþ ½RDRF�ð1�RAÞ

Given: component C is down

PðSSjcomponent C is downÞ ¼ PðSSjcomponent A is upÞRAþPðSSjcomponent A is down

¼ ½RBRGþRDRERF�RBRGRDRERF�RAþRDRERFð1�RAÞ

Rs ¼ PðSSjcomponent C is upÞRCþPðSSjcomponent C is downÞQC

¼ ½½RFþRBRG�RFRBRG�RAþ ½RDRF�ð1�RAÞ�RC

þ ½½RBRGþRDRERF�RBRGRDRERF�RAþRDRERFð1�RAÞ�ð1�RCÞ

Note: The same solution for reliabilitywill be obtained irrespective ofwhich component is selected
in the first expression for the reliability of the system. Usually, if the component with the most
interconnections is selected initially, the analysis is simplified.

In some publications, P(SS|component i is up) is written Rs (if component i is up).

Figure 6.29. System configuration.
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Problem 6.3 (Bayes’ Theorem)

A network configuration is shown below. All components in the network have the same mission
reliability equal to “p” (Fig. 6.30).

Develop an expression for the reliability of the network configuration shown above.
Note: The final reliability expression must be in the form of a polynomial in terms of “p” only.

Rs ¼ Rsðif component 2 is upÞ R2þRsðif component 2 is downÞQ2

Given: component 2 is up

RsðIf component 2 is upÞ ¼ Rsðif component 4 is upÞR4þRsðif component 4 is downÞQ4

¼ ðR6þR8þR5R7�R6R8�R5R6R7�R5R7R8þR5R6R7R8ÞR4

þ ½ðR6þR5ðR7þR8�R7R8Þ�R5R6ðR7þR8�R7R8Þ�Q4

Given: component 2 is down

Rsðif component 2 is downÞ ¼ Rsðif component 4 is upÞR4þRsðif component 4 is downÞQ4

¼ R1ðR6þR8�R6R8ÞR4þ ½R1R3R6�Q4

Rs ¼ Rs ðif component 2 is upÞR2þRs ðif component 2 is downÞQ2

¼ R2fðR6þR8þR5R7�R6R8�R5R6R7�R5R7R8þR5R6R7R8ÞR4g
þR2½ðR6þR5ðR7þR8�R7R8Þ�R5R6ðR7þR8�R7R8Þ�Q4

þQ2½R1ðR6þR8�R6R8ÞR4þ ½R1R3R6�Q4�
¼ R2R4R6þR2R4R8þR2R4R5R7�R2R4R6R8�R2R4R5R6R7�R2R4R5R7R8

þR2R4R5R6R7R8þR2R6þR2R5R7þR2R5R8�R2R5R7R8�R2R5R6R7

�R2R5R6R8þR2R5R6R7R8�R2R4R6�R2R4R5R7�R2R4R5R8þR2R4R5R7R8

þR2R4R5R6R7þR2R4R5R6R8�R2R4R5R6R7R8þR1R4R6þR1R4R8

�R1R4R6R8�R1R2R4R6�R1R2R4R8þR1R2R4R6R8þR1R3R6�R1R4R3R6

�R1R2R3R6þR1R2R4R3R6

If R1¼R2¼R3¼R4¼R5¼R6¼R7¼R8¼ p
Then, Rs¼ p2þ 6p3 � 10p4þ 4p5

1 3 6

4 7

2 5 8

Figure 6.30. System configuration.
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Calculate the system network reliability if p¼ 0.90.

Rs ¼ p2þ 6p3� 10p4þ 4p5

¼ 0:984960

Problem 6.4 (Bayes’ Theorem)

A network configuration is shown below. All components in the network have the same mission
reliability equal to “p” (Figs. 6.31–6.35).

Develop an expression for the reliability of the network configuration shown above.
Note: The final reliability expression must be in the form of a polynomial in terms of “p”

only.

Rs ¼ Rsðif component 2 is upÞR2þRsðif component 2 is downÞQ2

Given: component 2 is up

Rsðif component 2 is upÞ ¼ Rsðif component 4 is upÞR4þRsðif component 4 is downÞQ4

Rsðif component 4 is upÞ ¼ ðR6þR8þR5R7�R6R8�R5R6R7�R5R7R8þR5R6R7R8Þ

Rsðif component 4 is downÞ ¼ ½ðR6þR5ðR7þR8�R7R8Þ�R5R6ðR7þR8�R7R8Þ�

Given: component 2 is down

Rsðif component 2 is downÞ ¼ Rsðif component 4 is upÞ R4þRsðif component 4 is downÞQ4

Rsðif component 4 is upÞ ¼ R1ðR6þR8�R6R8Þ

Rsðif component 4 is downÞ ¼ ½R1R3R6�

1 3 6

4 7

2 5 8

Figure 6.31. System configuration.
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Rs ¼ Rsðif component 2 is upÞR2þRsðif component 2 is downÞQ2

¼ R2fðR6þR8þR5R7�R6R8�R5R6R7�R5R7R8þR5R6R7R8ÞR4g
þR2½ðR6þR5ðR7þR8�R7R8Þ�R5R6ðR7þR8�R7R8Þ�Q4

þQ2½R1ðR6þR8�R6R8ÞR4þ ½R1R3R6�Q4�
¼ R2R4R6þR2R4R8þR2R4R5R7�R2R4R6R8�R2R4R5R6R7�R2R4R5R7R8

þR2R4R5R6R7R8þR2R6þR2R5R7þR2R5R8�R2R5R7R8�R2R5R6R7

�R2R5R6R8þR2R5R6R7R8�R2R4R6�R2R4R5R7�R2R4R5R8þR2R4R5R7R8

þR2R4R5R6R7þR2R4R5R6R8�R2R4R5R6R7R8þR1R4R6þR1R4R8�R4R6R8

�R1R2R4R6�R1R2R4R8þR1R2R4R6R8þR1R3R6�R1R4R3R6�R1R2R3R6

þR1R2R4R3R6

1 3 6

4
7

2
5 8

Up

Up

Figure 6.32. System configuration: given component 2 is UP and component 4 is UP.

1 3 6

4 7

2
5 8

Down

Up

Figure 6.33. System configuration: given component 2 is UP and component 4 is Down.

1 3 6

4 7

2 5 8
Down

Up

Figure 6.34. System configuration: given component 2 is Down and component 4 is UP.
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If R1¼R2¼R3¼R4¼R5¼R6¼R7¼R8¼ p
Then, Rs¼ p2þ 6p3 � 10p4þ 4p5

Calculate the system network reliability if p¼ 0.90.

Rs ¼ p2þ 6p3� 10p4þ 4p5

¼ 0:984960

6.5 CONSTRUCTION OF FAULT TREE DIAGRAM

First identify all the major failure events associated with the components and/or
subsystems of the system or portion of the system to be considered for analysis. Then
connect the various failure events by appropriate OR gates or AND gates. The
methodology will be illustrated with several examples.

Problem 6.5 (Fault Tree Analysis)

A TV monitor will not operate. It is known that this major failure event can be the result of a
combination of the following single failures (i.e., minor events):

1. No electrical power

2. Cable television malfunction

3. Defective TV

The criterion for system (i.e., TV) failure is that if any of theminor failure events occur, then the
TV will not operate (i.e., the condition for an OR gate). The following fault tree diagram can be
used to represent the failure process of the TV monitor (Fig. 6.36).

1 3 6

4 7

2 5 8
Down

Down

Figure 6.35. System configuration: given component 2 is Down and component 4 is Down.
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Problem 6.6 (Fault Tree Analysis)

Failure of the electrical supply to a critical life support system results in a system failure. Thismajor
failure event depends upon the following single-failure events:

1. Utility power system failure

2. Uninterruptible power system (UPS) failure.

The criterion for system (i.e., critical life support) failure is that if all of the minor failure events
occur, then the critical life support system will fail (i.e., the condition for an AND gate). The
following fault tree diagram can be used to represent the failure process of the critical life support
system (Fig. 6.37).

6.5.1 Basic Rules for Combining the Probability of Independent
Input Failure Events to Evaluate the Probability of a Single-Output
Failure Event

It will be assumed that eventsA andB are two independent failure events. Various logical
combinations of these two event failures will cause a single output failure event (OFE)
to occur. If the probabilities of the input failure events A and B are known, then the
probability of theOFE can be evaluated depending upon the logical relationship between
the input failure events and the resulting output failure event.

6.5.1.1 ANDGate. A fault tree diagram for a general OFEwith two input failure
events interconnected by an AND gate is shown in Fig. 6.38.

Tv w ill not operate

OR

TV
defective

No
electrical

power

Cable
malfunction

Figure 6.36. Fault tree diagram: nonoperating TV monitor.
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If P(A) is equal to the probability of failure event A and P(B) is equal to the
probability of failure event B, then P(OFE)¼P(A\B)¼P(A) P(B).

In general, if a set of input failure events A1 to An connected to an AND gate causes
the failure event (OFE) to occur, the probability of the output failure event is

PðOFEÞ ¼ PðA1 \ A2 \ A3 � � � \ AnÞ ¼ PðA1ÞPðA2ÞPðA3Þ � � �PðAnÞ

In general, for AND gate logical connections, the probability of the output failure
event is the product of the input failure event probabilities.

6.5.1.2 ORGate. A fault tree diagram for a general output failure eventwith two
input failure events interconnected by an OR gate is given in Fig. 6.39.

Output failure event
(ofe)

AND

A B

Figure 6.38. Fault tree diagram: AND gate.

Loss of power supply
to a critical life
support system

AND

Utility
power
system
failure

Ups
failure

Figure 6.37. Fault tree diagram: critical life support system.
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If P(A) is equal to the probability of failure event A and P(B) is equal to the
probability of failure event B, then

PðOFEÞ ¼ PðA [ BÞ ¼ PðAÞþPðBÞ�PðAÞPðBÞ

Depending upon the magnitude of the input probability failure events for an OR gate,
the equation for P(OFE) can be simplified, particularly when there are three or more
input failure events. If the probabilities P(A) and P(B) are each less than 0.1, then the
product P(A) P(B) is very small and can be neglected. The resulting approximate
expression for P(OFE) becomes

PðOFEÞ ¼ PðA [ BÞ ¼ PðAÞþPðBÞ

Note: Prior to applying the simplified equation shown below, it is imperative that
probabilities of input failure events are each less than 0.10.

In general, if a set of input failure eventsA1 toAn connected to anORgate causes the
failure event (OFE) to occur, the probability of the output failure event is

PðOFEÞ ¼ PðA1 [ A2 [ A3 � � � [ AnÞ ¼ PðA1ÞþPðA2ÞþPðA3Þ � � � þPðAnÞ

In general, for OR gate logical connections, the probability of the output failure
event is the sum of the input failure event probabilities.

Problem 6.7 (Fault Tree Analysis)

An automobile in perfect mechanical condition will not start in cold weather. Five major failure
events affect this, namely,

1. no fuel,

2. engine does not turn over,

Output failure event
(ofe)

OR

A B
Figure 6.39. Fault tree diagram: OR gate.
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3. blocked exhaust,

4. no ignition was identified, and

5. cold engine block.

If any of the first four major events occurs, then the automobile engine will not start in cold
weather. One possible fault tree diagram describing the failure events contributing to the failure
event of the engine not starting in cold weather is provided in Fig. 6.40. The minor failure events
and their associated probabilities are defined in the tables after the fault tree diagram for each
major event.

Figure 6.40. Fault tree diagram: automobile engine not starting in cold weather.
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1. Major Failure Event: No Fuel

Minor Failure Events Probability

Empty gas tank 0.05
Gas line frozen 0.02
Gas line blocked 0.01
Fuel mixing system fails 0.01

2. Major Failure Event: Does Not Turn Engine Over

Minor Failure Events Probability

Battery connections 0.03
Battery dead 0.05
Starter stuck 0.005

3. Major Event: Cold Engine Block

Minor Failure Events Probability

Not plugged in 0.10
Wrong engine oil grade 0.10

4. Major Event: Blocked Exhaust

Minor Failure Events Probability

Earth in pipe 0.001
Snow in pipe 0.001

5. Major Failure Event: No Ignition

Minor Failure Events Probability

Dirty points 0.03
Damp wiring 0.03
Loose wiring 0.01
Distributor icing 0.01
Spark plugs carboned 0.01
Coil shorting 0.01

The assigned probabilities of the minor events are shown in the fault tree diagram in Fig. 6.41.
The procedure for evaluating the probability that the automobile engine will not start in cold

weather can be evaluated from the above fault tree diagram as follows:

Step 1: Starting from the bottom of the tree diagram andworking your way to the top, evaluate each
major failure event probability by noting the input minor failure event probabilities and the
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logical connection between the desired output major event and the input minor events, and
then add the input minor failure event probabilities for OR gate interconnections to evaluate
the major failure event probability.

In this case P ðblocked exhaustÞ ¼ Pðearth in pipeÞþPðsnow in pipeÞ
¼ 0:001þ 0:001 ¼ 0:002

Multiply the input minor failure event probabilities for AND gate interconnections to evaluate the
major failure event probability.

For instance, P (cold engine block)¼P (not plugged in)�P (wrong engine oil
grade)¼ 0.1(0.1)¼ 0.01.

Step 2: Evaluate each major output failure event probability from the previously calculated
major and minor input failure probabilities.

For example;Pðdoes not turn engine overÞ ¼ Pðbattery connectionsÞ
þ Pðbattery deadÞ
þ Pðstarter stuckÞþ � � �
þ Pðcold engine blockÞ

¼ 0:03þ 0:05þ 0:005þ 0:01 ¼ 0:095

Figure 6.41. Fault treediagram: automobile enginenot starting in coldweather—probabilities

defined.
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Step 3 : Evaluate the singlemajor failure event probability from the previously calculatedmajor
event failure probabilities noting the logical connection of these input events with the major
failure event.

Pðautomobile engine does not start in cold weatherÞ ¼ PðNo fuelÞþ � � �
� � � þPðdoes not turn engine overÞ
þPðblocked exhaustÞþPðno ignitionÞ

¼ 0:090þ 0:095þ 0:002þ 0:091
¼ 0:278

6.6 THE APPLICATION OF CONDITIONAL PROBABILITY THEORY TO
SYSTEM OPERATING CONFIGURATIONS

There are many situations that depend upon two events occurring such that the
occurrence of one event depends upon the other event occurring. For example, suppose
we are observing cloud cover in a given area and arewonderingwhether it will rain or not.
If the event “rain” is denoted as event A and the event that there is “cloud cover” as event
B, we are interested in what is the probability of rain (i.e., event A) knowing that there is
cloud cover (i.e., event B) over a given area. Another way of saying “knowing that” is
“given that.” Mathematically, the conditional probability of rain given that there is cloud
cover is defined as

PðAjBÞ

where the vertical bar (i.e., |) between A and B is read “given.”
Supposewe have observed that 10% of the time it is “rainy” and there is cloud cover,

or mathematically

PðA \ BÞ ¼ 0:10

Suppose we have also observed that 40% of the time there is cloud cover, or
mathematically

PðBÞ ¼ 0:40

Therefore, in a 100-day period, cloud cover will be experienced in 40 days and it will
be raining with cloud cover in 10 days. Think of the probabilities of each event as
representing a specified percentage of a known population (e.g., 100 days). In this
particular example, the known subpopulation is the fact that there is cloud cover (i.e.,
event B) for 40 days and we are interested in the portion or subpopulation or the number
of days in which there will be rain (i.e., event A) given that there is cloud cover.

PðAjBÞ¼ numberof dayswith rainandcloudcover

numberof days there iscloudcover
¼PðA\BÞ

PðBÞ �
100

100
¼ 10

40
¼ 0:25
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Therefore, we conclude that 25% of the time it will rain if there is cloud cover.

PðAjBÞ¼PðA\BÞ
PðBÞ

The probability of the simultaneous occurrence of two events A and B is equal to the
product of the probability of B and the conditional probability of A given that B has
occurred.

PðA\BÞ¼PðBÞPðAjBÞ

or the probability of the simultaneous occurrence of the two events A and B is also equal
to the product of the probability ofA and the conditional probability of B given that A has
occurred.

PðA\BÞ¼PðAÞPðBjAÞ

Problem 6.8 (Conditional Probabilities)

A warehouse contains eight transformers, two of which are made by a local manufacturer in
Alberta. If two transformers are selected at random (i.e., with equal probability) one at a time from
the warehouse, what is the probability that the two locally made transformers will be selected for
the job?

Let A be the event that the first locally made transformer is selected and B the event that
the second locally made transformer is selected.

The probability of A is simply 2/8 or 1/4. Once the first transformer is selected, then the
probability of selecting the second transformer is altered and depends upon the condition that
the first transformer has been selected. With seven remaining transformers in the warehouse after
the first locally made transformer has been selected, the probability of selecting the second locally
made transformer is now 1/7.

PðA \ BÞ ¼ PðAÞPðBjAÞ ¼ ð1=4Þð1=7Þ ¼ 1=28 ¼ 0:03571428571

Mutually Exclusive Conditional Events
There are many situations in which a single event A is conditional or depends upon the

occurrence of a number “n” of individual events Bi, which are mutually exclusive. The probability
of a single event A can be expressed as follows:

PðAÞ ¼
Xn
i¼1

PðAjBiÞPðBiÞ

In reliability engineering, the single event A is often defined as system successful operation
(i.e., labeled SS). The probability of system success (i.e., P(A)¼P(SS)¼Rs) is defined as the
reliability of the system. If a single component (e.g., labeled component 1) is assumed to reside in
one of the two (i.e., n¼ 2) mutually exclusive states, that is, an operating state and a failed state, let
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the event B1 represent the component’s operating state (e.g., a good state, an upstate, etc.) and event
B2 represent the component’s failed state (e.g., a bad state, a downstate, etc.). Then

PðAÞ ¼ PðAjB1ÞPðB1ÞþPðAjB2ÞPðB2Þ

Rs ¼ PðSSjcomponent 1 is upÞR1þPðSSjcomponent 1 is downÞQ1

whereR1 is the probability of component 1 being up andQ1 is the probability of component 1 being
down.

Note: R1þQ1¼ 1.0.

Problem 6.9 (System Success Criteria)

Asystemconsisting of two componentswhose block diagrams are connected in parallel is shown in
Fig. 6.42. Calculate the reliability of the network configuration.

System success criterion: at least one component must operate for system success.
Note: At least means one or more (i.e., one or more components operating, for example,

component 1 operating or component 2 operating or both components 1 and 2 operating).

Rs ¼ PðSSjcomponent 1 is upÞR1þPðSSjcomponent 1 is downÞQ1

PðSSjcomponent 1 is upÞ ¼ 1:0
PðSSjcomponent 1 is downÞ ¼ R2

Rs ¼ R1þR2Q1 ¼ R1þR2ð1�R2Þ ¼ R1þR2�R1R2

Note: R1þQ1¼ 1.0¼R2þQ2.

Problem 6.10 (System Success Criteria)

A system consisting of two components whose block diagrams are connected in series is shown in
Fig. 6.43. Calculate the reliability of the network configuration.

Figure 6.42. System configuration: two blocks connected in parallel.

Figure 6.43. System configuration: two block diagrams connected in series.
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System success criterion: both components must operate for system success.

Rs ¼ PðSSjcomponent 1 is upÞR1þPðSSjcomponent 1 is downÞQ1

PðSSjcomponent 1 is upÞ ¼ R2

PðSSjcomponent 1 is downÞ ¼ 0:0
Rs ¼ R1R2þð0:0ÞQ1 ¼ R1R2

The reliability approach applied in the two previous problems was based on a system success
criterion. Alternatively, the same problems can be evaluated by solving the conditional probabili-
ties based on system failure criteria. System failurewill be labeled SF, and the probability of system
failure will be defined as Qs (i.e., RsþQs¼ 1.0).

Problem 6.11(System Failure Criteria)

Asystemconsisting of two componentswhose block diagrams are connected in parallel is shown in
Fig. 6.44. Calculate the reliability of the network configuration based on the system’s failure
criterion.

System failure criterion: both components must fail to cause system failure.

Qs ¼ PðSFjcomponent 1 is upÞR1þPðSFjcomponent 1 is downÞQ1

PðSFjcomponent 1 is upÞ ¼ 0:0
PðSFjcomponent 1 is downÞ ¼ Q2

Qs ¼ ð0:0ÞR1þQ2Q1 ¼ Q1Q2

Rs ¼ 1�Qs ¼ 1�ð1�R1Þð1�R2Þ ¼ R1þR2�R1R2

Problem 6.12(System Failure Criteria)

A system consisting of two components whose block diagrams are connected in series is shown in
Fig. 6.45. Calculate the reliability of the network configuration based on the system’s failure
criteria.

Figure 6.44. System configuration: two block diagrams connected in parallel.

Figure 6.45. System configuration: two block diagrams connected in series.
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System failure criterion: either one or both components must fail to cause system failure.

Qs ¼ PðSFjcomponent 1 is upÞR1þPðSFjcomponent 1 is downÞQ1

PðSFjcomponent 1 is upÞ ¼ Q2

PðSFjcomponent 1 is downÞ ¼ 1:0
Qs ¼ Q2R1þð1:0ÞQ1 ¼ ð1�R2ÞR1þð1�R1Þ ¼ R1�R1R2þ 1�R1 ¼ 1�R1R2

Therefore, Rs¼ 1 � Qs¼R1R2.

Problem 6.13(System Success Criteria)

A system consisting of three components whose block diagrams are connected in parallel is shown
in Fig. 6.46. Calculate the reliability of the network configuration based on its system success
criteria.

System success criterion: at least one component must operate to cause system success.

Rs ¼ PðSSjcomponent 1 is upÞR1þPðSSjcomponent 1 is downÞQ1

PðSSjcomponent 1 is upÞ ¼ 1:0

P(SS|component 1 is down)¼ ? that is, given component 1 is down, the network configuration is
reduced to the following network configuration (i.e., subsystem) (Fig. 6.47):

Figure 6.46. System configuration: three block diagrams connected in parallel.

Figure 6.47. System configuration: three block diagrams connected in parallel, given compo-

nent 1 is down.
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PðSSjcomponent 1 is downÞ ¼ PðSSjcomponent 2 is upÞR2þPðSSjcomponent 2 is downÞQ2

PðSSjcomponent 2 is upÞ ¼ 1:0
PðSSjcomponent 2 is downÞ ¼ R3

PðSSjcomponent 1 is downÞ ¼ ð1:0ÞR2þR3Q2

Substituting these results into the above equation yields

Rs ¼ PðSSjcomponent 1 is upÞR1þPðSSjcomponent 1 is downÞQ1

Rs ¼ ð1:0ÞR1þ ½ð1:0ÞR2þR3Q2�Q1

¼ R1þ ½R2þR3ð1�R2Þ�½1�R1�
Rs ¼ R1þR2þR3�R1R2�R2R3�R3R1�R1R2R3

6.7 CONCLUSIONS

This chapter has discussed a variety of methods for evaluating the reliability of complex
systems or network configurations. The relationships and similarities between different
techniques have been illustrated. The methods are used in real-life situations in one form
or another for a variety of reasons and purposes. For example, the fault tree analysis is
extensively used in nuclear power plant safety and reliability assessments. For an analyst,
the first task is to assess the particular problem at hand and judge which method would
render the required reliability assessment when applied.

REFERENCES

1. P. A. Jensen and M. Bellemore, An algorithm to determine the reliability of a complex
network, IEEE Transactions on Reliability, R-25, 1976, 169–174.

2. J. B. Fussell and W. E. Vessly, A new methodology for obtaining cut sets for fault trees,
Transactions of the American Nuclear Society, 15, 1972.

3. K. C. Kapur and L. R. Lamberson, Reliability in Engineering Design, JohnWiley, Inc., 1977.

4. S. Garriba, P. Mussion, F. Naldi, G. Reina, and G. Volta, Efficient construction of minimal
cut sets from fault trees, IEEE Transactions on Reliability, R-26, 1977, 88–93.

5. M. L. Shooman, Probabilistic Reliability, An Engineering Approach, McGraw-Hill, 1968.

6. G. J. Hahn and S. S. Shapiro, Statistical Models in Engineering, John Wiley, Inc., 1967.

7. E. Hansler, A fast recursive algorithm to calculate the reliability of a communication network,
IEEE Transactions on Communications, COM-20, 1972, 637–640.

8. C. Singh and R. Billinton, A new method to determine the failure frequency of a complex
system, Microelectronics and Reliability, 12, 1973, 459–465.

9. A. C. Nelson, J. R. Batts, and R. L. Beadles, A computer program for approximating system
reliability, IEEE Transactions on Reliability, R-19, 1970, 61–65.

10. R. N. Allan, R. Billinton, and M. F. De Olivera, An efficient algorithm for deducing the
minimal cuts and reliability indices of a general network configuration, IEEE Transactions on
Reliability, R-25, 1976, 226–233.

REFERENCES 151





7

DESIGNING RELIABILITY INTO
INDUSTRIAL AND COMMERCIAL

POWER SYSTEMS

7.1 INTRODUCTION

A description is given of how tomake quantitative reliability and availability predictions
for proposed newconfigurations of industrial power distribution systems. Seven examples
are worked out, including a simple radial system, a primary selective system, and a sec-
ondary selective system. A brief tabulation of pertinent reliability data needed to make
the reliability and availability predictions is also given. The simple radial system that was
analyzed had an average number of forced hours of downtime per year that was 19 times
larger thana secondaryselective system; the failure ratewas6 times larger.The importance
of having two separate power supply sources from the electric utility provider has been
identified and analyzed. This approach could be used to assist in cost–reliability trade-off
decisions in the design of the power distribution system.

An industrial power distribution system may receive power at 13.8 kV from an
electric utility and then distribute that power throughout the plant for use at various
locations.One of the questions often raised during the designing of the power distribution
system is whether there is a way of making a quantitative comparison of the failure rate
and the forced hours downtime per year for a secondary selective system with a primary
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selective system and a simple radial system. This comparison can then be used in
cost–reliability and cost–availability trade-off decisions in the design of the power
distribution system. The estimated cost of power outages at the various plant locations
may also be factored into the decision regarding the type of power distribution system to
use. The decisions may therefore be based upon “total owning cost over the useful life of
the equipment” rather than on “first cost.”

Only forced outages of the electrical equipment are considered in the seven examples
to follow. It is assumed that scheduledmaintenancewill be performed at those timeswhen
480V power output is not needed. The frequency of scheduled outages and the average
duration can be estimated, and, if necessary, these can be added to the forced outages given
in the seven examples.

When doing a reliability study, it is necessary to define what a failure of the 480V
power is. Some of the failure definitions for 480V power that are often used are as
follows:

1. Complete loss for more than one cycle

2. Complete loss for more than 10 cycles

3. Complete loss for more than 5 s

4. Complete loss for more than 2min

Definition 3 will be used in the seven examples studied in this chapter. This
definition of failure can have an effect on the determination of the necessary speed of
automatic throwover equipment used in primary selective or secondary selective
systems. In some cases when conducting reliability studies, it might be necessary to
further define what is “complete loss of incoming power,” for example, “voltage drops
below 70%.”

7.2 EXAMPLE 1: SIMPLE RADIAL DISTRIBUTION SYSTEM

Oneof themain benefits of a reliability and availability analysis is that a disciplined look is
taken at the alternative choices in the design of the power distribution system. By using
published reliability data collected from industrial plants by a technical society, the best
possible attempt ismade to use historical experience to aid in the design of the new system.

The following seven examples of common low-voltage industrial power distribution
systems are analyzed in this chapter:

1. Example 1—Simple radial

2. Example 2—Primary selective to 13.8 kV utility supply

3. Example 3—Primary selective to load side of 13.8 kV circuit breaker

4. Example 4—Primary selective to primary of transformer

5. Example 5—Secondary selective

6. Example 6—Simple radial with spares

7. Example 7—Simple radial system with cogeneration
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7.2.1 Description of a Simple Radial System

A simple radial system is shown in Fig. 7.1. Power is received from the electric utility at
13.8 kV. It goes through a 13.8 kV circuit breaker inside the industrial plant, 600 ft of
cable in underground conduit, an enclosed disconnect switch, to a transformer that
reduces the voltage to 480V, and then through a 480V main circuit breaker, a second
480V circuit breaker, 300 ft of cable in an aboveground conduit, to the point where the
power is used in the industrial plant.

7.2.2 Results: Simple Radial System Example 1

The results from the reliability and availability calculations are given in Table 7.1. The
failure and repair rates are obtained from IEEE Standard 493–2007.

7.2.3 Conclusions: Simple Radial System Example 1

The electric utility supply is the largest contributor to both the failure rate and the forced
hours of downtime per year at the 480V point of use. A significant improvement can be
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Figure 7.1. Simple radial system—Example 1.
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made in both the failure rate and the forced hours of downtime per year by having two
13.8 kV sources of power from the electric utility. The improvements that can be obtained
are shown in Examples 2, 3, and 4 using a “primary selective system” and in Example 5
using a “secondary selective system.”

The transformer is the second largest contributor to the forced hours of downtime per
year. The transformer has a very low failure rate, but the long outage time of 132.43 h
after a failure results in a large lr, forced hours of downtime per year. The 3.8 kV circuit
breaker is the third largest contributor to forced hours of downtime per year, and the
fourth largest contributors are the 13.8 kV cables and the terminations. The failure rate
and the forced hours of downtime per year for each contributor are summarized in
Tables 7.2 and 7.3.

7.3 EXAMPLE 2: RELIABILITY ANALYSIS OF A PRIMARY SELECTIVE
SYSTEM TO THE 13.8 kV UTILITY SUPPLY

The primary selective system to 13.8 kV utility supply is shown in Fig. 7.2. Two
subexamples will be considered.

TABLE 7.1. A Simple Radial System: Calculation of Failure Rate and Forced Hours Downtime
per Year at 480 V Point of Use—Example 1

Component
Number Component l (failures/year)

lr (forced hours of
downtime per year)

1 13.8 kV power source from electric
utility

1.956000 2.582000

2 Primary protection and control
system

0.000600 0.003000

3 13.8 kV metalclad circuit breaker 0.001850 0.000925
4 13.8 kV switchgear bus—insulated 0.004100 0.153053
5 Cable (13.8 kV); 900 ft, conduit

below ground
0.002124 0.033347

6 Cable terminations (8) at
13.8 kV

0.002960 0.002220

7 Disconnect switch (enclosed) 0.001740 0.001740
8 Transformer 0.010800 1.430244
9 480V metalclad circuit breaker 0.000210 0.001260

10 480V switchgear bus—bare 0.009490 0.069182
11 480V metalclad circuit breaker 0.000210 0.001260
12 480V metalclad circuit breakers (5)

(failed while opening)
0.000095 0.000378

13 Cable (480V); 300 ft, conduit
aboveground

0.000021 0.000168

14 Cable terminations (2) at 480V 0.000740 0.000555
Total at 480V point of use 1.990940 4.279332

Note: lr is the product of the failure rate multiplied by the repair duration “r.”
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Example 2a: After a power failure of utility power source number 1, assume a 9min
“manual switchover time” to utility power source number 2.

Example 2b: Assume an “automatic switchover time” of less than 5 s after a failure is
assumed. (Note: loss of 480V power for less than 5 s is not counted as a failure.)

7.3.1 Description: Primary Selective System to the 13.8 kV
Utility Supply

This is a simple radial system with the addition of a second 13.8 kV power source from
the electric utility; the second power source is normally disconnected. In the event of

TABLE 7.2. A Simple Radial System—Example 1—Relative Ranking of Failure Rates

Ranking Component l (failures/year)

1 13.8 kV power source from electric utility 1.956000
8 Transformer 0.010800

10 480V switchgear bus—bare 0.009490
4 13.8 kV switchgear bus—insulated 0.004100
6 Cable terminations (8) at 13.8 kV 0.002960
5 Cable (13.8 kV); 900 ft, conduit below ground 0.002124
3 13.8 kV metalclad circuit breaker 0.001850
7 Disconnect switch (enclosed) 0.001740

14 Cable terminations (2) at 480V 0.000740
2 Primary protection control system 0.000600
9 480V metalclad circuit breaker 0.000210

11 480V metalclad circuit breaker 0.000210
Total at 480V point of use 1.990940

TABLE 7.3. Simple Radial System—Example 1—Relative Ranking of Forced Hours of
Downtime per Year

Ranking Component l (failures/year)

1 13.8 kV power source from electric utility 2.582000
8 Transformer 1.430244
4 Switchgear bus—insulated 0.153053

10 Switchgear bus—bare 0.069182
5 Cable connections (8) at 13.8 kV 0.033347
2 480V metalclad circuit breakers (5) (failed while opening) 0.003823
6 Primary protection and control system 0.003000
7 Cable connections (8) at 13.8 kV 0.002220

12 Disconnect switch (enclosed) 0.001740
9 480V metalclad circuit breaker 0.001260

11 480V metalclad circuit breaker 0.001260
3 13.8 kV metalclad circuit breaker 0.000925

Total at 480V output 4.279332
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a failure in the first 13.8 kVutility power source, the second 13.8 kVutility power source
is switched on to replace the failed power source. Assume that the two utility power
sources are synchronized.

7.3.2 Results: A Primary Selective System to the 13.8 kV
Utility Supply

Example 2a: If the time to switch to a second utility power source takes 9min after a failure
of the first source, then therewould be a power supply failure of 9min duration (Table 7.4).
Using the data from IEEE Standard 493-2007, for double-circuit utility supplies, this
would occur 1.644 times per year (1.956–0.312). This is in addition to losing both power
sources simultaneously 0.312 times per year, for an average outage time of 0.52 h. Adding
theseutility supplydata together, for the simple radial system,would result in a reductionof
the forced hours of downtime per year at the 480V point of use from4.3033 to 2.1301. The
failure rate, however, would stay the same at 1.9896 failures/year.

Example 2b: If the time to switch to a second utility power source takes less than 5 s
after a failure of the first source, then therewould be no failure of the electric utility power
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Figure 7.2. Example 2: A primary selective system to the 13.8 kV utility supply.
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supply (Table 7.5). The only time a failure of the utility power sourcewould occur iswhen
both sources fail simultaneously. It will be assumed that the data shown in the Gold Book
are applicable to the loss of both power supply circuits simultaneously. This is 0.312
failures/year with an average outage time of 0.52 h (i.e., lr� 0.1622).

A comparison of the results for the simple radial system and the primary selective
system to a 13.8 kV utility supply is shown in Table 7.6.

7.3.3 Conclusions: Primary Selective System to 13.8 kV
Utility Supply

The use of a primary selective to the 13.8 kV utility supply with a 9min manual
switchover time reduces the forced hours downtime per year at the 480V point of use by
about 50%, but the failure rate is the same as for a simple radial system.

TABLE 7.4. A Primary Selective System to the 13.8 kV Utility Supply; Calculation of Failure
Rate and Forced Hours Downtime per Year at 480 V Point of Use—Example 2a (9min Manual
Switchover Time)

Component
Number Component l (failures/year)

lr (forced hours of
downtime per year)

1 13.8 kV power source from
electric utility

1.644000

2 Primary protection and control
system

0.000600

3 13.8 kV metalclad circuit breaker 0.001850
1.646450 0.246968

Loss of both 13.8 kV power
sources simultaneously

0.312000 0.162240

Total to point D 1.958450 0.409208

4 13.8 kV switchgear bus—
insulated

0.004100 0.153053

5 Cable (13.8 kV); 900 ft, conduit
belowground

0.002124 0.033347

6 Cable terminations (8) at 13.8 kV 0.002960 0.002220
7 Disconnect switch (enclosed) 0.001740 0.001740
8 Transformer 0.010800 1.430244
9 480V metalclad circuit breaker 0.000210 0.001260

10 480V switchgear bus—bare 0.009490 0.069182
11 480V metalclad circuit breaker 0.000210 0.001260
12 480V metalclad circuit breakers

(5) (failed while opening)
0.000095 0.000378

13 Cable (480V); 300 ft, conduit
aboveground

0.000021 0.000168

14 Cable terminations (2) at 480V 0.000740 0.000555
Total at 480V point of use 1.990940 2.102614
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TABLE 7.5. A Primary Selective System to the 13.8 kV Utility Supply: Calculation of the
Frequency and Duration of Interruptions to Point of Use (480 V Load)—Example 2b

Number Component l (failures/year)
lr (forced hours of
downtime per year)

1 13.8 kV power source from electric utility 1.644000
2 Primary protection and control system 0.000600
3 13.8 kV metalclad circuit breaker 0.001850

0.0 0.0
Loss of both 13.8 kV power sources
simultaneously

0.312000 0.162240

Total to point D 0.312000 0.162240

4 13.8 kV switchgear bus—insulated 0.004100 0.153053
5 Cable (13.8 kV); 900 ft, conduit belowground 0.002124 0.033347
6 Cable terminations (8) at 13.8 kV 0.002960 0.002220
7 Disconnect switch (enclosed) 0.001740 0.001740
8 Transformer 0.010800 1.430244
9 480V metalclad circuit breaker 0.000210 0.001260

10 480V switchgear bus—bare 0.009490 0.069182
11 480V metalclad circuit breaker 0.000210 0.001260
12 480V metalclad circuit breakers (5) (failed

while opening)
0.000095 0.000378

13 Cable (480V); 300 ft, conduit aboveground 0.000021 0.000168
Total at 480V point of use 0.344490 1.855647

Automatic switchover can be accomplished in less than 5 s after an outage of utility source 1 assuming that the
loss of 480V power for less than 5 s is not counted as an outage.

TABLE 7.6. Comparison of a Simple Radial System and a Primary Selective System to 13.8 kV
Utility Supply

System Configuration l (failures/year)
lr (forced hours of
downtime per year)

Example 1
Simple radial system 1.990940 4.279332

Example 2a
Primary selective system to 13.8 kV utility supply
(with 9min switchover after a supply failure)

1.990940 2.102614

Example 2b
Primary selective system to 13.8 kV utility supply
(with switchover less than5 safter a supply failure)

0.344490 1.855647
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The use of automatic throwover equipment that can sense a failure of one 13.8 kV
utility supply and switchover to the second supply in less than 5 s would give a 6–1
improvement in the failure rate at the 480V point of use (a loss of 480V power for less
than 5 s is not counted as a failure).

7.4 EXAMPLE 3: A PRIMARY SELECTIVE SYSTEM TO THE LOAD SIDE
OF A 13.8 kV CIRCUIT BREAKER

7.4.1 Description of a Primary Selective System to the Load Side
of a 13.8 kV Circuit Breaker

Figure 7.3 shows a one-line diagram of the power distribution system for a primary
selective to primary of transformer. What are the failure rate and the forced hours
downtime per year at the 480V point of use?
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Figure 7.3. Example 3: A primary selective system to the load side of a 13.8kV circuit breaker.
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Example 3a—utility switchover time 9.0min

Example 3b—utility switchover time 5 s

(Assuming that the 5 s switchover time will not result in a load failure at the 480V point
of use.)

7.4.2 Results: Primary Selective System to Load Side of 13.8 kV
Circuit Breaker

The results from the reliability and availability calculations for a 9.0min utility
switchover time are given in Table 7.7 and for a 5 s utility switchover time are given
in Table 7.8.

TABLE 7.7. A Primary Selective System to the Load Side of a 13.8 kV Circuit Breaker:
Calculation of the Frequency and Duration of Interruptions to Point of Use (480 V Load)
Assuming a 9min “Manual Switchover Time” to Utility Power Source 2

Component
Number Component l (failures/year)

lr (forced hours of
downtime per year)

1 13.8 kV power source from electric
utility

1.644000

2 Primary protection and control system 0.000600
3 13.8 kV metalclad circuit breaker 0.001850

Total through 13.8 kV circuit breaker
with 9min switchover after a failure of
source 1 (and source 2 is okay)

1.646450 0.246968

Loss of both 13.8 kV power sources
simultaneously

0.312000 0.162240

4 13.8 kV switchgear bus—insulated 0.004100 0.153053

Total to point E 1.962550 0.562261

5 Cable (13.8 kV); 1200 ft, conduit
belowground

0.002832 0.044462

6 Cable terminations (10) at 13.8 kV 0.003700 0.002775
7 Disconnect switch (enclosed) 0.001740 0.001740
8 Transformer 0.010800 1.430244
9 480V metalclad circuit breaker 0.000210 0.001260

10 480V switchgear bus—bare 0.009490 0.069182
11 480V metalclad circuit breaker 0.000210 0.001260
12 480V metalclad circuit breakers (5)

(failed while opening)
0.000095 0.000378

13 Cable (480V); 300 ft, conduit
aboveground

0.000021 0.000168

14 Cable terminations (2) at 480V 0.000740 0.000555

Total at 480V point of use 1.992388 2.114285

162 DESIGNING RELIABILITY INTO INDUSTRIAL AND COMMERCIAL POWER SYSTEMS



7.4.3 Conclusions: A Primary Selective System to the Load Side
of a 13.8 kV Circuit Breaker

The forced hours downtime per year at the 480V point of use in Example 3 (primary
selective to load side of 13.8 kV circuit breaker) is about 10% lower than in Example 2
(primary selective to 13.8 kV utility supply). The failure rate is about the same.

7.5 EXAMPLE 4: A PRIMARY SELECTIVE SYSTEM TO THE PRIMARY
OF THE TRANSFORMER

7.5.1 Description of a Primary Selective System to the Primary
of the Transformer

Figure 7.4 shows a one-line diagram of the power distribution system for a primary
selective system to the primary of transformer. What are the failure rate and the forced
hours downtime per year at the 480V point of use?

TABLE 7.8. A Primary Selective System to the Load Side of 13.8 kV Circuit Breaker:
Calculation of the Frequency and Duration of Interruptions to Point of Use (480 V Load)
Assuming 5 s “Automatic Transfer” to Utility Power Source 2

Component
Number Component l (failures/year)

lr (forced hours
of downtime
per year)

1 13.8 kV power source from electric utility
2 Primary protection and control system
3 13.8 kV metalclad circuit breaker

Total through 13.8 kV circuit breaker with
9 s switchover after a failure of source 1
(and source 2 is okay)

0.0 0.0

Loss of both 13.8 kV power sources
simultaneously

0.312000 0.162240

4 13.8 kV switchgear bus—insulated 0.004100 0.153053

Total to point E 0.316100 0.315293

5 Cable (13.8 kV); 1200 ft, conduit below ground 0.002832 0.044462
6 Cable terminations (10) at 13.8 kV 0.003700 0.002775
7 Disconnect switch (enclosed) 0.001740 0.001740
8 Transformer 0.010800 1.430244
9 480V metalclad circuit breaker 0.000210 0.001260

10 480V switchgear bus—bare 0.009490 0.069182
11 480V metalclad circuit breaker 0.000210 0.001260
12 480V metalclad circuit breakers (5)

(failed while opening)
0.000095 0.000378

13 Cable (480V); 300 ft, conduit aboveground 0.000021 0.000168
14 Cable terminations (2) at 480V 0.000740 0.000555

Total at 480V point of use 0.345938 1.867318
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Figure 7.4. Example 4: A primary selective system to the primary of a transformer.

7.5.2 Results: A Primary Selective System to the Primary
of the Transformer

The results fromthe reliability andavailability calculationsaregiven inTables 7.9 and7.10.

7.5.3 Conclusions: Primary Selective System to Primary
of Transformer

The forced hours downtime per year at the 480V point of use in Example 4 (primary
selective to primary of transformer) is about 32% lower than for the simple radial system
in Example 1. The failure rate is the same in Examples 4 and 1.

7.6 EXAMPLE 5: A SECONDARY SELECTIVE SYSTEM

7.6.1 Description of a Secondary Selective System

A one-line diagram of the power distribution system for a secondary selective system is
provided in Fig. 7.5. What are the failure rate and forced hours of downtime per year at
the 480V point of use?
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7.6.2 Results: A Secondary Selective System

The results from the reliability and availability calculations are given in Tables 7.11
and 7.12.

7.6.3 Conclusions: A Secondary Selective System

The simple radial system in Example 1 had an average forced hours downtime per year
that was 18 times larger than the secondary selective system in Example 5b with au-
tomatic throwover in less than 5 s. The failure rate of the simple radial system was six
times larger than the secondary selective system in Example 5b with automatic switch-
over in less than 5 s.

TABLE 7.9. A Primary Selective System to the Primary of the Transformer: Calculation of the
Frequency and Duration of Interruptions to Point of Use (480 V Load) Assuming a 9min
“Manual Switchover Time” to Utility Power Source 2

Component
Number Component l (failures/year)

lr (forced hours of
downtime per year)

1 13.8 kV power source from electric
utility

1.644000

2 Primary protection and control system 0.000600
3 13.8 kV metalclad circuit breaker 0.001850
4 13.8 kV switchgear bus—insulated 0.004100 0.153053
5 Cable (13.8 kV); 1200 ft, conduit below

ground
0.002832 0.044462

6 Cable terminations (9) at 13.8 kV 0.003330 0.002498
7 Disconnect switch (enclosed) 0.001740 0.001740

Total through 13.8 kV circuit breaker
with 9min switchover after a failure of
source 1 (and source 2 is okay)

1.658452 0.248768

Loss of both 13.8 kV power sources
simultaneously

0.312000 0.162240

Total to point F 1.970452 0.411008

8 Transformer 0.010800 1.430244
9 480V metalclad circuit breaker 0.000210 0.001260

10 480V switchgear bus—bare 0.009490 0.069182
11 480V metalclad circuit breaker 0.000210 0.001260
12 480V metalclad circuit breakers (5)

(failed while opening)
0.000095 0.000378

13 Cable (480V); 300 ft, conduit
aboveground

0.000021 0.000168

14 Cable terminations (2) at 480V 0.000740 0.000555

Total at 480V point of use 1.992018 1.914055
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7.7 EXAMPLE 6: A SIMPLE RADIAL SYSTEM WITH SPARES

7.7.1 Description of a Simple Radial System with Spares

What are the failure rate and forced hours of downtime per year of the 480V point of use
if all of the following spare parts are available and can be installed as a replacement in
these average times?

1. 13.8 kV circuit breaker (inside plant only)—2.1 h

2. 900 ft of cable (13.8 kV)—19 h

3. 1000 kVA transformer—130 h

The above three “replace with spare” times were calculated from the actual values
obtained from the IEEE Reliability Survey of Industrial Plants (IEEE Standard

TABLE 7.10. A Primary Selective System to the Primary of the Transformer: Calculation of the
Frequency and Duration of Interruptions to Point of Use (480 V Load) Assuming a 5 s
“Automatic Transfer” to Utility Power Source 2

Component
Number Component l (failures/year)

lr (forced hours of
downtime per year)

1 13.8 kV power source from electric
utility

1.644000

2 Primary protection and control system 0.000600
3 13.8 kV metalclad circuit breaker 0.001850
4 13.8 kV switchgear bus—insulated 0.004100 0.153053
5 Cable (13.8 kV); 1200 ft, conduit

belowground
0.002832 0.044462

6 Cable terminations (9) at 13.8 kV 0.003330 0.002498
7 Disconnect switch (enclosed) 0.001740 0.001740

Total through 13.8 kV circuit breaker
with 9min switchover after a failure of
source 1 (and source 2 is okay)

0.0 0.0

Loss of both 13.8 kV power sources
simultaneously

0.312000 0.162240

Total to point F 0.312000 0.162240

8 Transformer 0.010800 1.430244
9 480V metalclad circuit breaker 0.000210 0.001260

10 480V switchgear bus—bare 0.009490 0.069182
11 480V metalclad circuit breaker 0.000210 0.001260
12 480V metalclad circuit breakers (5)

(failed while opening)
0.000095 0.000378

13 Cable (480V); 300 ft, conduit
aboveground

0.000021 0.000168

14 Cable terminations (2) at 480V 0.000740 0.000555

Total at 480V point of use 0.333566 1.665287
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493-2007). The times are much lower than the “repair failed unit” times that were used
in Examples 1–5.

7.7.2 Results: A Simple Radial System with Spares

The results of the reliability and availability calculations are given in Table 7.13. They are
comparedwith those of the simple radial system inExample 1 using average outage times
based upon “repair failed unit.”

7.7.3 Conclusions: Simple Radial System with Spares

The simple radial systemwith spares in Example 6 had a forced hours downtime per year
that was 21% lower than the simple radial system in Example 1. The failure rate is the
same in both examples.
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Figure 7.5. Example 5: Secondary selective system.
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7.8 EXAMPLE 7: A SIMPLE RADIAL SYSTEM WITH COGENERATION

7.8.1 Description of a Simple Radial System with Cogeneration

A single-line diagram of the power distribution system for a simple radial system
with cogeneration is shown in Fig. 7.6. What are the failure rates and forced hours of
downtime per year at the 480 V point of use, assuming that the utility and cogeneration
sources are operated in parallel?

7.8.2 Results: Simple Radial System with Cogeneration

The results from the reliability and availability calculations are given in Table 7.14.

TABLE 7.11. Secondary Selective System: Failure Rate and Forced Hours Downtime
per Year at 480 V Point of Use—Example 5a—Assuming a 9min “Manual Switchover Time”
to Utility Power Source 2

Component
Number Component l (failures/year)

lr (forced hours of
downtime per year)

1 13.8 kV power source from electric
utility

1.644000

2 Primary protection and control system 0.000600
3 13.8 kV metalclad circuit breaker 0.001850
4 13.8 kV switchgear bus—insulated 0.004100
5 Cable (13.8 kV); 1200 ft, conduit

belowground
0.002124

6 Cable terminations (9) at 13.8 kV 0.002960
7 Disconnect switch (enclosed) 0.001740
8 Transformer 0.010800
9 480V metalclad circuit breaker 0.000210

Total through 13.8 kV circuit breaker with 9min
switchover after a failure of source 1 (and source 2 is
okay)

1.668384 0.250258

Loss of both 13.8 kV power sources simultaneously 0.312000 0.162240

Total to point G 1.980384 0.412498

10 480V switchgear bus—bare 0.009490 0.069182
11 480V metalclad circuit breaker 0.000210 0.001260
12 480V metalclad circuit breakers (5)

(failed while opening)
0.000038 0.000151

13 Cable (480V); 300 ft, conduit
aboveground

0.000021 0.000168

14 Cable terminations (2) at 480V 0.000740 0.000555

Total at 480V point of use 1.990883 0.483814
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7.8.3 Conclusions: A Simple Radial System with
Cogeneration

The simple radial system in Example 1 yielded an average forced hours downtime
per year that was about twice as large as the radial system with cogeneration in
Example 7. The largest contributor to the average forced hours of downtime per
year is the transformer; for example, if the transformer was replaced with a spare
in 48 h, the downtime per year would be 0.781933 h compared to 1.741527 h and
0.522733 h compared to 1.741527 for a 24 h spare changeout. The failure rate of the
simple radial system was about 37 times larger than the radial system with cogeneration
in Example 7.

TABLE 7.12. A Secondary Selective System: Failure Rate and Forced Hours Downtime per
Year at 480 V Point of Use—Example 5b—Assuming a 5 s “Automatic Transfer” to Utility
Power Source 2

Component
Number Component l (failures/year)

lr (forced hours of
downtime per year)

1 13.8 kV power source from electric
utility

1.644000

2 Primary protection and control system 0.000600
3 13.8 kV metalclad circuit breaker 0.001850
4 13.8 kV switchgear bus—insulated 0.004100
5 Cable (13.8 kV); 1200 ft, conduit

belowground
0.002124

6 Cable terminations (9) at 13.8 kV 0.002960
7 Disconnect switch (enclosed) 0.001740
8 Transformer 0.010800
9 480V metalclad circuit breaker 0.000210

Total through 13.8 kV circuit breaker with 9min
switchover after a failure of source 1 (and source 2 is
okay)

0.00 0.0

Loss of both 13.8 kV power sources simultaneously 0.312000 0.162240

Total to point G 0.312000 0.162240

10 480V switchgear bus—bare 0.009490 0.069182
11 480V metalclad circuit breaker 0.000210 0.001260
12 480V metalclad circuit breakers (5)

(failed while opening)
0.000038 0.000151

13 Cable (480V); 300 ft, conduit
aboveground

0.000021 0.000168

14 Cable terminations (2) at 480V 0.000740 0.000555

Total at 480V point of use 0.322499 0.233556

EXAMPLE 7 : A S IMPLE RADIAL SYSTEM WITH COGENERAT ION 169



7.9 RELIABILITY EVALUATION OF MISCELLANEOUS SYSTEM
CONFIGURATIONS

Example 7.1

An industrial power system configuration supplies power to an industrial process from an on-site
cogenerator unit (G1) as shown in Fig. 7.7. Cable 1 path and Cable 2 path are fully redundant.

The reliability data for the industrial power system electrical components are shown in
Table 7.15.

(a) Calculate the load point reliability of the industrial process for the existing configura-
tion shown in the above figure.
Block 1: G1–CB1–T1–CB2
Block 2: CB3–cable 1–CB4

TABLE 7.13. Simple Radial System With and Without a Spare Transformer: Failure Rate
and Forced Hours Downtime per Year at 480 V Point of Use—Example 6

Component
Number Component l (failures/year)

lr (forced hours of
downtime per year)

1 13.8 kV power source from
electric utility

1.956000 2.582000

2 Primary protection and control
system

0.000600 0.003000

3 13.8 kV metalclad circuit breaker 0.001850 0.000925
4 13.8 kV switchgear bus—

insulated
0.004100 0.153053

5 Cable (13.8 kV); 900 ft, conduit
belowground

0.002124 0.033347

6 Cable terminations (8) at 13.8 kV 0.002960 0.002220
7 Disconnect switch (enclosed) 0.001740 0.001740
8 Transformer—replace with spare

when it fails—48 h
0.010800 0.518400

9 480V metalclad circuit breaker 0.000210 0.001260
10 480V switchgear bus—bare 0.009490 0.069182
11 480V metalclad circuit breaker 0.000210 0.001260
12 480V metalclad circuit breakers

(5) (failed while opening)
0.000095 0.000378

13 Cable (480V); 300 ft, conduit
aboveground

0.000021 0.000168

14 Cable terminations (2) at 480V 0.000740 0.000555

Total at 480V point of use (with a spare
transformer)

1.990940 3.367488

Total at 480V point of use (without a spare
transformer)

1.990940 4.279332
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Block 3: CB5–cable 2–CB6
Block 4: cable 3–CB7

Rðblock 1Þ ¼ RðG1Þ � RðCB1Þ � RðCB2Þ � RðT1Þ
¼ 0:9500� ð0:9985Þ � 0:9985� ð0:9950Þ ¼ 0:94241637681250

Rðblock 2Þ ¼ RðCB3Þ � Rðcable 1Þ � RðCB4Þ ¼ 0:9975� ð0:9900Þ � 0:9975
¼ 0:98505618750000

Rðblock 3Þ ¼ RðCB5Þ � Rðcable 2Þ � RðCB6Þ ¼ 0:9975� ð0:9900Þ � 0:9975
¼ 0:98505618750000

Rðblock 4Þ ¼ Rðcable 3Þ � RðCB7Þ ¼ ð0:9900Þ � 0:9975
¼ 0:98752500000000

Rðblock 2==block 3Þ ¼ Rðblock 2ÞþRðblock 3Þ�Rðblock 2Þ � Rðblock 3Þ
¼ 0:99977668246796

Rðload pointÞ ¼ Rðblock 1Þ � Rðblock 2==block 3Þ � Rðblock 4Þ
¼ 0:93045189987714
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Figure 7.6. A simple radial system with cogeneration.
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TABLE 7.14. Example 7: A Simple Radial System with Cogeneration: Calculation
of the Frequency and Duration of Interruptions to Point of Use (480 V Load)

Component
Number Component l (failures/year)

lr (forced hours of
downtime per year)

Utility supply
1 13.8 kV power source from electric

utility
1.644000 2.582000

2 Primary protection and control system 0.000600 0.003000
Cable connections (2) at 13.8 kV 0.000740 0.000555

3 13.8 kV metalclad circuit breaker 0.001850 0.000925
Utility source subtotal 1.959190 2.586480
Local cogeneration
Generator (gas turbine) 1.727600 47.318964
Control panel generator 0.011110 0.023442
13.8 kV metalclad circuit breaker 0.001850 0.000925
Cable (13.8 kV); 600 ft, conduit
belowground

0.001416 0.022231

Cable connections (2) at 13.8 kV 0.000740 0.000555
Cogeneration subtotal 1.742716 47.366117
Combined utility and cogeneration
sources (assuming independent
sources)

0.019470 0.047750

13.8 kV switchgear bus—insulated 0.004100 0.153053
Total to point H 0.023570 0.200803

4 13.8 kV metalclad circuit breaker 0.001850 0.000925
5 Cable (13.8 kV); 900 ft, conduit

belowground
0.002124 0.033347

6 Cable connections (6) at 13.8 kV 0.002220 0.001665
7 Disconnect switch (enclosed) 0.001740 0.001740
8 Transformer 0.010800 1.430244
9 480V metalclad circuit breaker 0.000210 0.001260
10 480V switchgear bus—bare 0.009490 0.069182
11 480V metalclad circuit breaker 0.000210 0.001260
12 480V metalclad circuit breakers (5)

(failed while opening)
0.000095 0.000378

13 Cable (480V); 300 ft, conduit above
ground

0.000021 0.000168

14 Cable connections (2) at 480V 0.000740 0.000555

Total at 480V point of use 0.053069 1.741527

Data for hours of downtime per failure are based on repair failed unit.

(b) Calculate the load point reliability of the industrial process if the cable 1 feed is
removed from service for maintenance (i.e., CB3 and CB4 are opened).

Rðload pointÞ ¼ Rðblock 1Þ � Rðblock 3Þ � Rðblock 4Þ
¼ 0:94241637681250� ð0:98505618750000Þ � 0:98752500000000
¼ 0:91675212796781
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(c) Calculate the load point reliability of the industrial process if the cable paths are not
fully redundant.

Rðload pointÞ ¼ Rðblock 1Þ � Rðblock 2Þ � Rðblock 3Þ � Rðblock 4Þ
¼ 0:94241637681250� ð0:98505618750000Þ
� 0:98505618750000� ð0:98752500000000Þ

¼ 0:90305235605848

(d) If the industrial cogenerating unit’s reliability is increased from 0.95 to 0.99, calculate
the load point reliability of the industrial process for the existing configuration shown
in Fig. 7.7 above.

Rðblock 1Þ ¼ RðG1Þ � RðCB1Þ � RðCB2Þ � RðT1Þ
¼ 0:9900� ð0:9985Þ � 0:9985� ð0:9950Þ
¼ 0:98209706636250

Rðblock 2Þ ¼ RðCB3Þ � Rðcable 1Þ � RðCB4Þ ¼ 0:9975� ð0:9900Þ � 0:9975
¼ 0:98505618750000

Rðblock 3Þ ¼ RðCB5Þ � Rðcable 2Þ � RðCB6Þ ¼ 0:9975� ð0:9900Þ � 0:9975
¼ 0:98505618750000

Rðblock 4Þ ¼ Rðcable 3Þ � RðCB7Þ ¼ ð0:9900Þ � 0:9975
¼ 0:98752500000000

G1
CB1 CB2

CB3                  CB4

CB5                   CB6

CB7
T1

Cable 1

Cable 2

Industrial 
process loadCable 3

Figure 7.7. An industrial power system configuration.

TABLE 7.15. Reliability Data for the Electrical Equipment in the Industrial Power System
of Fig. 7.7

Component Reliability Component Reliability

G1: generator 1 0.9500 CB5: circuit breaker 5 0.9975
CB1: circuit breaker 1 0.9985 CB6: circuit breaker 6 0.9975
CB2: circuit breaker 2 0.9985 CB7: circuit breaker 7 0.9975
T1: transformer 1 0.9950 Feeder cable 1 0.9900
CB3: circuit breaker 3 0.9975 Feeder cable 1 0.9900
CB4: circuit breaker 4 0.9975 Feeder cable 1 0.9900
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Rðblock 2==block 3Þ ¼ Rðblock 2ÞþRðblock 3Þ�Rðblock 2Þ � Rðblock 3Þ
¼ 0:99977668246796

Rðload pointÞ ¼ Rðblock 1Þ � Rðblock 2==block 3Þ � Rðblock 4Þ
¼ 0:96962882197723

Example 7.2

Two independent transmission lines, 1 and 2, serve a large industrial plant with a reliability of
0.999700070. A failure of any or both of the transmission lines results in a plant outage. Both lines
have the same repair rate. It is known that the failure rate of transmission line 1 is 1.0 failure/year
and of transmission line 2 is 2.0 failures/year.

(a) Calculate the average time to repair “r”, a transmission line expressed in minutes per
outage.

Rs ¼ ½m�
mþ l

m

mþ l
¼ m2

ð1þmÞð2þmÞ ¼
m2

2þ 3mþm2

Rs ¼ 1

2r2þ 3rþ 1

2r2þ 3rþð1�ð1=RsÞÞ ¼ 0:0

2r2þ 3rþð1�ð1=0:999700070ÞÞ ¼ 0:0 ¼ 2r2þ 3r� 0:000300020

Solving for r ¼ 0:000010000 years=outage

Therefore; r ¼ 0:000010000years=outage�8760h=year¼ 0:8760h=failure

Therefore; r ¼ 0:8760 h=outage� 60 min=h ¼ 52:56 min=outage

Example 7.3

A single-line diagram of a power system is shown in Fig. 7.8.
The reliability data for the overhead lines and utility supplies are shown in Table 7.16. Note that

all other component failure rates are assumed to be zero (e.g., overhead line termination, splices,
and bus connections).

(a) Calculate the frequency (i.e., failures/year) and the average duration of interruptions
per outage (i.e., h/interruption) at the load point.

lðpath 1Þ ¼ lut1þ lOH1 � lOH2ðrOH1þ rOH2Þþ lOH3
¼ 0:50þ 1ð2:0Þ3=8760þ 3:0
¼ 3:50068493 failures=year
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lðpath 2Þ ¼ lut2þ lOH5þ lOH4
¼ 1:0þ 5:0þ 4:0
¼ 10:0 failures=year

lrðpath 1Þ ¼ lut1 � rut1þ lOH1 � lOH2ðrOH1 � rOH2Þþ lOH3 � rOH3
¼ 0:5ð0:5Þþ 1ð2Þð1� 2Þþ 3ð3:0Þ ¼ 13:25 h=year

lrðpath 2Þ ¼ lut2 � rut2þ lOH5 � rOH5þ lOH4 � rOH4
¼ 0:5ð0:5Þþ 5:0ð1:0Þþ 4:0ð2:0Þ ¼ 13:5 h=year

rðpath 1Þ ¼ lrðpath 1Þ=lðpath 1Þ ¼ 13:25=3:50068493 ¼ 3:784973586 h=interruption

rðpath 2Þ ¼ lrðpath 2Þ=lðpath 2Þ ¼ 13:5=10:0 ¼ 1:35 h=interruption

Utility 
supply

1

Utility 
supply

2

Overhead 
transmission

line
1

Overhead 
transmission

line
2

Overhead 
transmission

line
3

Overhead 
transmission

line
5

Overhead 
transmission

line
4

Load point

Figure 7.8. A simple power system example.

TABLE 7.16. Typical Equipment Reliability Data for Components of the System of Fig. 7.8

Component l (failures/year)
Average repair

time (r) (h/failure)

Utility supply 1 0.5 0.5
Utility supply 2 1.0 0.5
Overhead transmission line 1 1.0 1.0
Overhead transmission line 2 2.0 2.0
Overhead transmission line 3 3.0 3.0
Overhead transmission line 4 4.0 2.0
Overhead transmission line 5 5.0 1.0
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lðload pointÞ ¼ lðpath 1Þ � lðpath 2Þ � ðrðpath 1Þþ rðpath 2ÞÞ=8760
¼ 0:020520462 interruptions=year

rðload pointÞ ¼ ½rðpath 1Þ � rðpath 2Þ�=½rðpath 1Þþ rðpath 2Þ�
¼ 0:99508094 h=interruption:

Example 7.4

Three independent identical cable sections 1, 2, and 3 are connected to two transformers operating
in parallel that are connected to an industrial process load shown in Fig. 7.9.

System Operating Criteria

1. One out of three cables are required to maintain continuity of service to the load
2. Both transformers are required (i.e., nonredundant components)

The reliability data for the components in the above system configuration are shown in
Table 7.17.

(a) Calculate the reliability of the power system configuration.
(b) Calculate the frequency (i.e., failures per year) and the average duration of interrup-

tions per outage (i.e., hours per interruption) at the load point (i.e., industrial process
load).

Cable 1

Cable 2 Critical 
industrial
process

load

Cable 3

T1

T2
Utility 
primary
power
suppy

Figure 7.9. An illustrative supply network.Note: All breakers are assumed to be ideal (i.e., zero

failure rate).

TABLE 7.17. Reliability Data for the Components of the System of Fig. 7.9

Component l (failures/year)
Average Repair Time (r)

(h/failure)

Utility primary power supply 0.50 0.5
Cable 1 1.0 2.0
Cable 2 1.0 2.0
Cable 3 1.0 2.0
Transformer 1 0.5 10.0
Transformer 2 1.0 10.0
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(c) If transformers T1 and T2 are upgraded so that they are redundant, what is the
frequency and average duration of interruptions per outage at the load point?

(d) Calculate the reliability of the power system configuration if the system operating
criteria for the cable supply are changed to the following: all cables are required to

maintain continuity of service to the load, transformers not redundant.

Solution:

(a) Calculate the reliability of the power system configuration.

ms ¼ 1=rs ¼ 8760=0:5 ¼ 17520:0 repairs=year

rutility ¼ ms=ðlsþmsÞ ¼ 17520:0=ð1þ 17520:0Þ ¼ 0:99997146200166

mc1 ¼ 1=rc1 ¼ 8760=2:0 ¼ 4380:0 repairs=year

rcable 1 ¼ mc1=ðlc1þmc1Þ ¼ 4380:0=ð1:0þ 4380:0Þ ¼ 0:99977174161150

Rcable 1 ¼ Rcable 2 ¼ Rcable 3 ¼ 0:99977174161150

Qcable 1 ¼ Qcable 2 ¼ Qcable 3 ¼ 1:0�Rcable 1 ¼ 1� 0:99977174161150
¼ 0:0002282583884958278

Rcable 1� cable 2� cable 3 ¼ 1�Qcable 1 � Qcable 2 � Qcable 3 ¼ 0:99999999998811

mT1 ¼ 1=rT1 ¼ 8760:0=10:0 ¼ 876:0 repairs=year

lT1 ¼ 0:5 failures=year

Rtransformer 1 ¼ mT1=ðlT1þmT1Þ ¼ 0:99942954934398

mT2 ¼ 1=rT2 ¼ 8760:0=10:0 ¼ 876:0 repairs=year

lT2 ¼ 1:0 failures=year

Rtransformer 2 ¼ mT2=ðlT2þmT2Þ ¼ 0:99828994894564

Rsystem ¼ Rutility � Rcable 1� cable 2� cable 3 � Rtransformer 1 � Rtransformer 2

¼ 0:999971462001668� ð0:99999999998811Þ � 0:99942954934398
�ð0:99828994894564Þ

¼ 0:99826145973686

(b) Calculate the frequency (i.e., failures per year) and the average duration of interruptions
per outage (i.e., hours per interruption) at the load point (i.e., industrial process load).
Given

ms ¼ 1=rs ¼ 8760=0:5 ¼ 17520:0 repairs=year

ls ¼ 0:5 failures=year
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mc1 ¼ 1=rc1 ¼ 8760=2:0 ¼ 4380:0 repairs=year

lc1 ¼ 1:0 failures=year

mc2 ¼ 1=rc2 ¼ 8760=2:0 ¼ 4380:0 repairs=year

lc2 ¼ 1:0 failures=year

mc3 ¼ 1=rc3 ¼ 8760=2:0 ¼ 4380:0 repairs=year

lc3 ¼ 1:0 failures=year

lc1c2c3 ¼ lc1 � lc1 � lc1½rc1 � rc2þ rc1 � rc3þ rc1 � rc2�
¼ 1:0� ð1:0Þ � 1:0� ð2� 2þ 2� 2þ 2� 2Þ=ð8760� 8760Þ
¼ 1:563770563582911� 10� 7 failures=year

rc1c2c3 ¼ rc1� rc2� rc3=½rc1� rc2þ rc1� rc3þ rc1� rc2� ¼ 8=12 ¼ 0:6666667 h=failure

lc1c2c3 � rc1c2c3 ¼ 1:563770563582911� 10� 7ð0:6666667Þ ¼ 0:000000104251 h=year

mT1 ¼ 1=rT1 ¼ 8760:0=10:0 ¼ 876:0 repairs=year

lT1 ¼ 0:5 failures=year

mT2 ¼ 1=rT2 ¼ 8760:0=10:0 ¼ 876:0 repairs=year

lT2 ¼ 1:0 failures=year

lload point ¼ lsþ lc1c2c3þ lT1þ lT2 ¼ 0:5þ 1:563770563582911� 10� 7þ 0:5þ 1:0
¼ 2:00000015637706 failures=year

Uload point ¼ ls � rsþ lc1c2c3 � rc1c2c3þ lT1 � rT1þ lT2 � rT1
¼ 0:5ð0:5Þþ ð0:000000104251Þþ 0:5ð10:0Þþ 1:0� ð10:0Þ
¼ 15:250000104251 h=year

rload point ¼ Uload point=lload point ¼ 15:250000104251=2:00000015637706
¼ 7:62499945593820 h=interruption

(c) If transformers T1 and T2 are upgraded so that they are redundant, what is the
frequency and average duration of interruptions per outage at the load point?

ms ¼ 1=rs ¼ 8760=0:5 ¼ 17520:0 repairs=year

ls ¼ 0:5 failures=year

mc1 ¼ 1=rc1 ¼ 8760=2:0 ¼ 4380:0 repairs=year

lc1 ¼ 1:0 failures=year

mc2 ¼ 1=rc2 ¼ 8760=2:0 ¼ 4380:0 repairs=year

lc2 ¼ 1:0 failures=year

mc3 ¼ 1=rc3 ¼ 8760=2:0 ¼ 4380:0 repairs=year

lc3 ¼ 1:0 failures=year
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lc1c2c3 ¼ lc1 � lc1 � lc1½rc1 � rc2þ rc1 � rc3þ rc1 � rc2�
¼ 1:0� ð1:0Þ � 1:0� ð2� 2þ 2� 2þ 2� 2Þ=ð8760� 8760Þ
¼ 1:563770563582911� 10� 7 failures=year

rc1c2c3¼ rc1� rc2� rc3=½rc1� rc2þ rc1� rc3þ rc1� rc2�¼ 8=12 ¼ 0:6666667 h=failure

lc1c2c3� rc1c2c3 ¼ 1:563770563582911�10� 7ð0:6666667Þ ¼ 0:000000104251 h=year

mT1 ¼ 1=rT1 ¼ 8760:0=10:0 ¼ 876:0 repairs=year

lT1 ¼ 0:5 failures=year

mT2 ¼ 1=rT2 ¼ 8760:0=10:0 ¼ 876:0 repairs=year

lT2 ¼ 1:0 failures=year

lT1 and T2 ¼ lT1lT2ðrT1þ rT2Þ=8760
¼ 0:50ð1:0Þ8ð10:0þ 10:0Þ=8760:0
¼ 0:00114155251142 failures=year

rT1 and T2 ¼ rT1 � rT2=ðrT1þ rT2Þ ¼ 10:0� ð10:0=ð10:0þ 10:0Þ ¼ 5:0 h=repair

lload point ¼ lsþ lc1c2c3þ lT1þ lT2 ¼ 0:5þ 1:563770563582911� 10� 7

þ 0:00114155251142 ¼ 0:50114170888847 failures=year

Uload point ¼ ls � rsþ lc1c2c3 � rc1c2c3þ lT1 � rT1þ lT2 � rT1
¼ 0:5ð0:5Þþ ð0:000000104251Þþ 0:5ð10:0Þþ 1:0� ð10:0Þ
¼ 15:250000104251 h=year

rload point ¼ Uload point=lload point ¼ 15:250000104251=2:00000015637706
¼ 7:62499945593820 h=interruption

(d) Calculate the reliability of the power system configuration if the system operating
criteria for the cable supply are changed to the following: all cables are required to

maintain continuity of service to the load, transformers not redundant.

ms ¼ 1=rs ¼ 8760=0:5 ¼ 17520:0 repairs=year

Rutility ¼ ms=ðlsþmsÞ ¼ 17520:0=ð1þ 17520:0Þ ¼ 0:99997146200166

mc1 ¼ 1=rc1 ¼ 8760=2:0 ¼ 4380:0 repairs=year

Rcable1 ¼ mc1=ðlc1þmc1Þ ¼ 4380:0=ð1:0þ 4380:0Þ ¼ 0:99977174161150

Rcable1 ¼ Rcable2 ¼ Rcable3 ¼ 0:99977174161150

Qcable1 ¼ Qcable2 ¼ Qcable3 ¼ 1:0�Rcable1 ¼ 1� 0:99977174161150
¼ 0:0002282583884958278

Rcable1� cable2� cable3 ¼ Rcable1 � Rcable2 � Rcable3

¼ 0:99977174161150� ð0:99977174161150Þ
� 0:99977174161150

¼ 0:99931538112830
mT1¼ 1=rT1 ¼ 8760:0=10:0 ¼ 876:0 repairs=year
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lT1 ¼ 0:5 failures=year

Rtransformer1 ¼ mT1=ðlT1þmT1Þ ¼ 0:99942954934398

mT2 ¼ 1=rT2 ¼ 8760:0=10:0 ¼ 876:0 repairs=year

lT2 ¼ 1:0 failures=year

Rtransformer2 ¼ mT2=ðlT2þmT2Þ ¼ 0:99828994894564

Rsystem ¼ Rutility � Rcable1� cable2� cable3 � Rtransformer1 and transformer2

¼ 0:999971462001668ð0:99931538112830Þ � 0:99942954934398
� ð0:99828994894564Þ

¼ 0:99757803111449

Example 7.5

An independent set of utility sources supplies an industrial plant as shown in Fig. 7.10.
The reliability data for the components in the above system configuration are shown in

Table 7.18.

(a) Calculate the frequency (i.e., failures per year) and the average duration of
interruptions per interruption (i.e., hours per interruption) at load points 1 and
2 (Tables 7.19 and 7.20).

Solution:

lðutility supply1Þ ¼ lu1 ¼ 0:5 failures=year

rðutility supply1Þ ¼ ru1 ¼ 0:5 h=failure

lðutility supply2Þ ¼ lu2 ¼ 1:0 failures=year

rðutility supply2Þ ¼ ru2 ¼ 0:5 h per failure

lðutility supply 1 and 2Þ ¼ lu12 ¼ lu1 � lu2 � ðru1þ ru2Þ=8760:0
¼ ð0:5Þ1:0� ð0:5þ 0:5Þ=8760:0
¼ 57:07762557077625� 10� 6 failures=year

rðutility supply 1 and 1Þ ¼ ru12 ¼ ru1 � ru2=ðru1þ ru2Þ ¼ 0:50:5=ð0:5þ 0:5Þ
¼ 0:25 h=failure

lu12ru12 ¼ 57:07762557077625� 10� 6ð0:25Þ
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lðload point 1Þ ¼ 0:02829707762557 interruptions=year

rðload point 1Þ ¼ 53:95731282253195 h=interruption

lðload point 2Þ ¼ 0:02829707762557 interruptions=year

rðload point 2Þ ¼ 64:64922963469772 h=interruption

Utility

NC

13.8 kV

Utility 
source

1
Point of 
common
coupling

NC

Industrial plant

NC

13.8 kV

Utility 
source

2

NC NC

NO

1000 m cable

T2T1 13,000 / 480 V13,000 / 480 V

CB2CB1

CB3

300 m
cable 300 m

cable

Load 
point 1

Load 
point 2

Figure 7.10. An industrial plant supplied by two independent utility lines.Note: Circuit breaker

CB3 is assumed tobe ideal (i.e., zero failure rate); all disconnect switches are assumed tobe ideal;

all cable terminations are assumed to be ideal; assume that a transformer is repaired (no spares

are available); failure of either T2 or CB2 are added to load point 1 reliability indices; failure of

either T1 or CB1 are added to load point 2 reliability indices; the T1 and T2 transformers are not

redundant; loss of bothutility supplies causes aplantoutage; loss of eitherutility supplydoesnot

cause a plant outage; switching time for manual disconnect switches is 30.0min.
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TABLE 7.18. Reliability for Components of the System of Fig. 7.10

Component l (failures/year)
Average repair time (r)

(h/failure)

Utility power supply 1 to the point of
common coupling

0.50 0.5

Utility power supply 2 to the point of
common coupling

1.0 0.5

Protective relays (3) 0.0006 5.0
13.8 kV metalclad circuit breaker 0.0036 83.1
1000m cable 0.0050 26.5
300m cable 0.0016 4.0
Transformer 1 0.0030 342 (repair); 130.0 (spare)
Transformer 2 0.0045 342 (repair); 130.0 (spare)
Circuit breaker CB1 0.0027 4.0
Circuit breaker CB2 0.0027 4.0
480V metalclad circuit breaker 0.0027 4.0
480V metalclad circuit breakers (2) (failed
while opening)

0.00048 4.0

Switchgear bus—bare 480V (connected to
four breakers)

0.00136 24.0

TABLE 7.19. Calculation of the Frequency and Duration of Load Point 1 Interruptions

Component l (failures/year) (r) (h/failure) lr (h/year)

Utility power supply 1 and
2 to the point of common
coupling

0.000057077625 0.25 0.00001426940639

Protective relays (3) 0.0006 5.0 0.003000
13.8 kV metalclad circuit
breaker

0.0036 83.1 0.2991600

1000m cable 0.0050 26.5 0.1325000
Transformer 1 0.0030 342 (repair) 1.0260000
Transformer 2 0.0045 0.5 0.0022500
Circuit breaker CB1 0.0027 4.0 0.0108000
Circuit breaker CB2 0.0027 0.5 0.0013500
Switchgear bus—bare
480V (connected to four
breakers)

0.00136 24.0 0.0326400

480V metalclad circuit
breakers (2) (failed
while opening)

0.00048 4.0 0.0019200

480V metalclad circuit
breaker

0.0027 4.0 0.0108000

300m cable 0.0016 4.0 0.0064000
0.028297077626 53.957312822532 1.52683426940639
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Example 7.6

An independent set of utility sources supplies an industrial plant as shown in Fig. 7.11.
The reliability data for the components in the above system configuration are shown in

Table 7.21.

(a) Calculate the frequency (i.e., failures/year) and the average duration of interruptions
per interruption (i.e., h/interruption) at the load points 1 and 2 (Tables 7.22 and 7.23).

Solution:

lðutility supply 1Þ ¼ lu1 ¼ 0:5 failures=year

rðutility supply 1Þ ¼ ru1 ¼ 0:5 h=failure

lðutility supply 2Þ ¼ lu1 ¼ 1:0 failures=year

rðutility supply 2Þ ¼ ru1 ¼ 0:5 h=failure

lðutility supply 1 and 2Þ ¼ lu12 ¼ lu1 � lu2 � ðru1þ ru2Þ=8760
¼ ð0:5Þ1:0� ð0:5þ 0:5Þ=8760:0
¼ 57:07762557077625� 10� 6 failures=year

rðutility supply 1 and 2Þ ¼ ru12 ¼ ru1 � ru2=ðru1þ ru2Þ ¼ 0:5� 0:5=ð0:5þ 0:5Þ
¼ 0:25 h=failure

lu12ru12 ¼ 57:07762557077625� 10� 6ð0:25Þ

TABLE 7.20. Calculation of the Frequency and Duration of Load Point 2 Interruptions

Component l (failures/year) r (h/failure) lr (h/year)

Utility power supply 1 and 2 to the
point of common coupling

0.000057077625 0.25 0.00001426940639

Protective relays (3) 0.0006 5.0 0.003000
13.8 kV metalclad circuit breaker 0.0036 83.1 0.2991600
1000m cable 0.0050 26.5 0.1325000
Transformer 1 0.0030 0.50 0.0015000
Transformer 2 0.0045 295.4 1.3293000
Circuit breaker CB1 0.0027 0.5 0.00135000
Circuit breaker CB2 0.0027 4.0 0.0108000
Switchgear bus—bare 480V
(connected to four breakers)

0.00136 24.0 0.0326400

480V metalclad circuit breakers
(2) (failed while opening)

0.00048 4.0 0.0019200

480V metalclad circuit breaker 0.0027 4.0 0.0108000
300m cable 0.0016 4.0 0.0064000

0.028297077626 64.649229634698 1.82938426940639
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lðload point 1Þ ¼ 0:028297077626 interruptions=year

rðload point 1Þ ¼ 31:481493643760 h=interruption

lðload point 2Þ ¼ 0:028297077626 interruptions=year

rðload point 2Þ ¼ 38:346160114635 h=interruption
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NC

13.8 kV

Utility 
source 

 1

Utility 
source 

 2
Point of 
common 
coupling

NC

Industrial plant

NC

13.8 kV

NC NC

NO

1000 m cable

T1                    T2 13,000 / 480 V13,000 / 480 V

CB1                          CB2

CB3

300 m
cable 300 m

cable

Load 
point 1

Load 
point 2

Figure 7.11. An industrial plant supply system.Note: Circuit breaker CB3 is assumed to be ideal

(i.e., zero failure rate); all disconnects switches are assumed tobe ideal; all cable terminations are

assumed to be ideal; assume that a transformer is not repaired but replacedwith a spare; failure

of either T2 or CB2 is added to load point 1 reliability indices; failure of either T1 or CB1 is added

to load point 2 reliability indices; T1 and T2 transformers are not redundant; loss of both utility

supplies causes a plant outage; loss of either utility supply does not cause a plant outage; the

switching time for manual disconnect switches is 30.0min.
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TABLE 7.21. Reliability Data for the Components of the System of Fig. 7.11

Component l (failures/year)
Average repair time (r)

(h/failure)

Utility power supply 1 to the point of
common coupling

0.50 0.5

Utility power supply 2 to the point of
common coupling

1.0 0.5

Protective relays (3) 0.0006 5.0
13.8 kV metalclad circuit breaker 0.0036 83.1
1000m cable 0.0050 26.5
300m cable 0.0016 4.0
Transformer 1 0.0030 342 (repair); 130.0 (spare)
Transformer 2 0.0045 342 (repair); 130.0 (spare)
Circuit breaker CB1 0.0027 4.0
Circuit breaker CB2 0.0027 4.0
480V metalclad circuit breaker 0.0027 4.0
480V metalclad circuit breakers (2)
(failed while opening)

0.00048 4.0

Switchgear bus—bare 480V (connected
to four breakers)

0.00136 24.0

TABLE 7.22. Calculation of the Frequency and Duration of Load Point 1 Interruptions

Component l (failures/year) (r) (h/failure) lr (h/year)

Utility power supply 1 and
2 to the point of common
coupling

0.000057077625 0.25 0.00001426940639

Protective relays (3) 0.0006 5.0 0.003000
13.8 kV metalclad circuit
breaker

0.0036 83.1 0.2991600

1000m cable 0.0050 26.5 0.1325000
Transformer 1 0.0030 130.0 (spare) 0.3900000
Transformer 2 0.0045 0.5 0.0022500
Circuit breaker CB1 0.0027 4.0 0.0108000
Circuit breaker CB2 0.0027 0.5 0.0013500
Switchgear bus—bare
480V (connected to four
breakers)

0.00136 24.0 0.0326400

480V metalclad circuit
breakers (2) (failed
while opening)

0.00048 4.0 0.0019200

480V metalclad circuit
breaker

0.0027 4.0 0.0108000

300m cable 0.0016 4.0 0.0064000
0.028297077626 31.481493643760 0.890834269406
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Example 7.7

Adistribution looped radial system is shown in Fig. 7.12. The following reliability and load data are
defined:

lðfeeder section 1Þ ¼ 1:0 failures=year; load ðcustomer AÞ ¼ 1000:0 kW

lðfeeder section 2Þ ¼ 2:0 failures=year; load ðcustomer BÞ ¼ 2000:0 kW

lðfeeder section 3Þ ¼ 3:0 failures=year; load ðcustomer CÞ ¼ 3000:0 kW

lðfeeder section 4Þ ¼ 4:0 failures=year; load ðcustomer DÞ ¼ 4000:0 kW

Average time to repair each line section ¼ 2:0 h

Average switching and isolation time rðswitchingÞ ¼ 1:0 h

TABLE 7.23. Calculation of the Frequency and Duration of Load Point 2 Interruptions

Component l (failures/year) (r) (h/failure) lr (h/year)

Utility power supply 1 and
2 to the point of common
coupling

0.000057077625 0.25 0.00001426940639

Protective relays (3) 0.0006 5.0 0.003000
13.8 kV metalclad circuit
breaker

0.0036 83.1 0.2991600

1000m cable 0.0050 26.5 0.1325000
Transformer 1 0.0030 0.50 0.0015000
Transformer 2 0.0045 130.0 (spare) 0.585000
Circuit breaker CB1 0.0027 0.5 0.00135000
Circuit breaker CB2 0.0027 4.0 0.0108000
Switchgear bus—bare
480V (connected to four
breakers)

0.00136 24.0 0.0326400

480V metalclad circuit
breakers (2) (failed
while opening)

0.00048 4.0 0.0019200

480V metalclad circuit
breaker

0.0027 4.0 0.0108000

300m cable 0.0016 4.0 0.0064000
0.028297077626 38.346160114635 1.08508426940639
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The OCR and feeder breakers are assumed to be ideal. The cost of interruptions is $20.00/kW
load interrupted.

(a) Calculate the reliability indices and cost of interruptions for load points A, B, C, andD.
The calculated results are shown in Tables 7.24–7.27.
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Figure 7.12. A looped radial distribution system.

TABLE 7.24. Load Point “A” Reliability Indices and Annual Cost of Interruptions

Section
Number

l (failures/
year) r (h)

U (h/
year)

Load
(kW)

Cost of
Interruptions

($/kW)

Annual Cost
of Interruptions

($/year)

1 1.0 2.0 2.0 1000.0 20.00 20,000.00
2
3
4
Total 1.0 Rav¼

U/l¼ 2.0
2.0 $20,000.00

TABLE 7.25. Load Point “B” Reliability Indices and Annual Cost of Interruptions

Section
Number

l (failures/
year) r (h) U (h/year) Load (kW)

Cost of
Interruptions

($/kW)

Annual Cost
of Interruptions

($/year)

1 1.0 1.0 2.0 2000.00 20.00 20,000.00
2 2.0 2.0 4.0 2000.00 20.00 80,000.00
3
4

Total 3.0 Rav¼U/
l¼ 1.66

5.0 $100,000.00
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7.10 CONCLUSIONS

This chapter has attempted to provide the basic reliability methodology to evaluate the
frequency and duration of load point interruptions being served by various industrial and
commercial power system configurations. The cost of load point interruptions is included
in the reliability methodology to assess the annual cost of interruptions for a given
operating configuration.The reliability cost–reliabilityworthmethodologycan be applied
to assess whether economic improvements can be made to the existing or future power
system configuration. The simple reliability index computation techniques illustrated
using a practical distribution system will prove very useful to practicing distribution
engineers and undergraduate and graduate students pursuing a power program.
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8

ZONE BRANCH RELIABILITY
METHODOLOGY

8.1 INTRODUCTION

There aremanymethods available for evaluating the frequency and duration of load point
interruptions within a given industrial power system configuration. As systems become
larger and more interconnected, these existing methods can become computationally
bound and limited in their ability to assess the impact of unreliable protective equipment
and protection–coordination schemes on individual load point reliability indices within a
given plant configuration. These methods can also often not account for complex
isolation and restoration procedures within an industrial plant configuration. This
chapter presents a zone branch methodology that overcomes many of these limitations
and applies the methodology to a large industrial plant power system configuration. The
primary advantage of the zone branch methodology is that it can readily identify faulty
protection schemes involving all the components of an industrial power system and can
evaluate load point reliability indices.

Designing reliable industrial and commercial power systems is important because of
the high costs associatedwith interruptions to these facilities. To design and operate these
facilities reliably, it is necessary to be able to readily estimate the frequency and duration
of load point interruptions within these distribution power systems. There are many
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methods that have evolved over the past 40 years for evaluating the reliability of power
system networks. The minimal cut set and the series–parallel reliability methodologies
are recommended in IEEE Standard 493-1997 (IEEE Gold Book). These methods are
systematic and lend themselves to either manual or computer computation. However, the
impact of faulty protection–coordination schemes on load point reliability indices can be
particularly difficult to evaluate for large industrial and commercial power systems
involving complex isolation–restoration procedures. This chapter presents a zone branch
methodology that can readily be used to evaluate the impact of protection–coordination
schemes on individual load point reliability indices within a large industrial or com-
mercial power system.

8.2 ZONE BRANCH CONCEPTS

The basic element in a graphical or digital representation of an industrial power system is
a link (i.e., a homogeneous connection between any two nodes or buses in the system). A
link may be a piece of electrical equipment connecting two points in the circuit such as a
transformer or regulator, or a length of overhead line or cable or bus duct. Protective
equipment is normally installed at the beginning of a link or branch or feeder section to
protect subsequent equipment from faults within that link or branch or feeder section.
Some of the basic protective equipment used in industrial systems is

1. Breakers and relays

2. Fuses

3. Reclosers

4. Sectionalizers

5. Automatic and manual isolating switches.

It is important to note that operation or nonoperation of protective devices directly
affects the reliability of an industrial power system; that is, they are dependent variables.
To evaluate the protection–coordination and reliability characteristics of a given
industrial power system, it is necessary to divide the industrial power system into
protective zones. Essentially, a protective zone is part of the power system that can isolate
or detach itself automatically or manually from the remaining power system if a fault
occurs in any of its links. Evaluation of the protective equipment operating character-
istics establishes whether the protective equipment can isolate faults in the branches of
the affected portion of the power system from the remaining power system.

In this chapter, the concept and formation of protective zone branches are based
upon the following assumptions:

1. All faults are permanent;

2. The protective equipment perfectly isolates all permanent faults instantaneously;

3. The protective equipment is perfectly coordinated, that is, the device closest to
the fault operates first.
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Generally, each industrial power system is connected to a source of normal supply,
which has protective equipment to isolate industrial plant outages from the rest of the
utility power system. The first step in defining the first zone is to identify all branches,
transformers, and related equipment in which a permanent fault of this equipment would
result in only the normal supply protective equipment recognizing and isolating the
permanent fault. These branches and transformers are labeled as zone 1 equipment.
These are often unprotected branch lines or feeder sections and transformers connected
radially to the source or main of the industrial power system.

When two protective devices are connected in series, the protective equipment
nearest to the permanent fault is assumed to isolate the fault first. The second step in
identifying protective zones is to identify permanent faults in links that would result in
some protective device, other than the normal supply, isolating the fault of the link with
its connection with the zone 1 link. These links are labeled as zone 2, branch i, where “i”
is the branch number. The zone number represents the number of protective components
between the source and the individual links that sense the fault. This procedure of
classifying links into their respective zones is continued until all the links have been
labeled. An example of an industrial circuit configuration and its respective zone
branches is illustrated in Fig. 8.1.

A zone branch single-line diagram of the industrial power system shown in Fig. 8.1
can be drawn by visual inspection and is shown in Fig. 8.2.

The symbol l(i, j), for example, l(2, 1) is the failure rate of zone 2, branch 1.
Associated with each zone branch is an isolating device labeled S(i, j), where “i” is the
zone number and “j” the branch number. These isolating devices can be manual or
automatic switches, fuses, reclosers, sectionalizers, or a relay breaker combination, and
so on.Associatedwith each isolating device is a probability q(i, j) that the deviceswill not

Figure 8.1. Industrial system and associated zone branches.
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recognize and isolate any permanent faults of the equipment within its zone. Note: if the
isolating device is a manual switch, then q(i, j)¼ 1.0; if the device is an ideal breaker–
relay scheme, then q(i, j)¼ 0.0, nonideal scheme q(i, j) > 0.0 < 1.0.

The failure rate l(i, j) of any zone i, branch j is the sum of all the equipment failure
rates whose failure will result in only the operation of the isolating device of zone I,
branch j. It can be shown that the total failure rate (i.e., lT(i, j)) and the annual downtime
(i.e., lr(i, j)) for any zone i, branch j are

lTði; jÞ ¼ lsþS RIAðz; kÞ � FZBðkÞT failures=year ð8:1Þ

lrði; jÞ ¼ ls � rsþSRIAðz; kÞ � FZBðkÞT � Rðz; kÞ h=year ð8:2Þ

where ls is the failure rate of utility supply or plant supply, rs the restoration duration of
utility supply, z the zone branch number, k the total number of zone branches in system,R
(z, k) the repair or switching time of zone branch, FZB(k) the failed zone branch array that
contains the failure rate of each zone branch k, andRIA(z, k) the recognition and isolation
array coefficients.
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Figure 8.2. Industrial power system zone branch single-line diagram.
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Each zone branch in the industrial power system is given a unique number (i.e., 1–8).
The transposed failed zone branch array FZB(k) is defined below:

l(1, 1) l(2, 1) l(2, 2) l(2, 3) l(3, 1) l(3, 2) l(3, 3) l(4, 1)

1 2 3 4 5 6 7 8
Failed zone branch array FZB(k)

Note: FZB(k) contains the failure rate of each zone branch k.

The transposed failed zone branch array, FZB(k), and the recognition and isolation
array, RIA(z, k), are defined below.

z 1 1 q(2, 1) q(2, 2) q(2, 3)
2 1 1 q(2, 2) q(2, 3)
3 1 1 q(2, 3)
4 1 q(2, 2) 1
5 1 1 q(2, 2) q(2, 3)
6 1 1 q(2, 2) q(2, 3)
7 1 1 q(2, 3)
8 1 1 q(2, 2) q(2, 3)

1 2 3 4
k

RIA(z, k) (columns 1–4)

z 1 q(3, 1)� q(2, 1) q(3, 2)� q(2, 1) q(3, 3)� q(2, 2) q(4, 1)� q(3, 2)� q(2, 1)
2 q(3, 1) q(3, 2) q(3, 3)� q(2, 2) q(4, 1)� q(3, 2)
3 q(3, 1)� q(2, 1) q(3, 2)� q(2, 1) q(3, 3) q(4, 1)� q(3, 2)� q(2, 1)
4 q(3, 1)� q(2, 1) q(3, 2)� q(2, 1) q(3, 3)� q(2, 2) q(4, 1)� q(3, 2)� q(2, 1)
5 1 q(3, 2) q(3, 3)� q(2, 2) q(4, 1)� q(3, 2)
6 q(3, 1) 1 q(3, 3)� q(2, 2) q(4, 1)
7 q(3, 1)� q(2, 1) q(3, 2)� q(2, 1) 1 q(4, 1)� q(3, 2) � q(2, 1)
8 q(3, 1) 1 q(3, 3)� q(2, 2) 1

5 6 7 8
k

RIA(z, k) (columns 5–8)

The total failure rate of any zone branch depends upon the failure rates of all zone
branches in the industrial power system and the probability of the isolation devices
detecting a permanent fault within their respective zone branches. With reference to
Fig. 8.2, the total failure rate of zone 4, branch 1 is

lTð4; 1Þ ¼ ½1� � lð1; 1Þþ ½1� � lð2; 1Þþ ½qð2; 2Þ� � lð2; 2Þþ
� � � þ ½qð2; 3Þ� � lð2; 3Þþ ½qð3; 1Þ� � lð3; 1Þþ
� � � þ ½1� � lð3; 2Þþ ½qð3; 3Þqð2; 2Þ� � lð3; 3Þþ
� � � þ ½1� � lð4; 1Þþ ls
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Note:The elements in square brackets correspond to the elements of RIA(z, k) or can
be obtained by a visual inspection of Fig. 8.2.

The annual outage duration [lr(4, 1)] of equipment connected to zone 4, branch 1 is

lrð4;1Þ ¼ ½1��lð1;1Þ�rð1;1Þþ½1��lð2;1Þ�rð2;1Þþ
���þqð2;2Þ��lð2;2Þ�Rswð2;2Þþqð2;3Þ��lð2;3Þ�Rswð2;3Þþ
���þqð3;1Þ��lð3;1Þ�Rswð3;1Þþ½1��lð3;2Þ�rð3;2Þþ
���þqð3;3Þqð2;2Þ��lð3;3ÞÞ�Rswð3;1Þþ½1��lð4;1Þ�rð4;1Þþls�rs

where r(i, j) is the repair or restoration of zone i, branch j andRsw(i, j) is the switching and
isolation time of zone i, branch j.

Note: Any zone branch in the direct path to a particular zone branch requires repair
activities while those zone branches off the “herring bone” configuration require only
switching and isolation duration activities.

8.3 INDUSTRIAL SYSTEM STUDY

A single-line diagram of an industrial power system is shown in Fig. 8.3. The reliability
data for the circuit equipment are listed in Tables 8.1–8.7. Note: The tables are truncated
(i.e., to comply with the page restrictions of this publication, for example, 15more pages
would be required, and to illustrate what reliability data are required for the case study
presented). The data not shown in these tables are available in the IEEE Gold Book (i.e.,
Standard 493-1997, Chapter 3).

The zone branch single-line diagram for the industrial power system shown in
Fig. 8.3 is provided in Fig. 8.4.

Based on the equipment reliability data (i.e., Tables 8.1–8.7), the failure rate and
average repair duration for each zone branch can be calculated and are listed in Table 8.8.
The frequency and the duration of interruptions for eachmotor group being served by the
industrial power system shown in Fig. 8.3 are listed in Table 8.9. The protective
equipment is assumed to be ideal (i.e., q(i, j)¼ 0.0) and the average switching and
isolation time was assumed at 15min (Fig. 8.4).

Once the failure rate and the average repair duration of each zone branch (i.e.,
Table 8.8) in the industrial power system have been calculated from the reliability
data (i.e., IEEE Standard 493-1997, IEEE Gold Book), the frequency and the
duration of interruptions at each load point (i.e., motor groups) can be calculated.
With reference to Table 8.9, the failure rate of each motor group varied from a
minimum of 1.164940 to a high of 1.322572 failures/year. The small difference in
the frequency of interruptions was due to the protection–coordination scheme
adopted for this particular industrial power system configuration. Other less efficient
schemes would result in a significantly larger difference in the frequency of motor
group interruptions. For example, if all the protective devices in the industrial power
system were manual switches or completely faulty (i.e., q(i, j)¼ 1.0), the frequency
of interruptions for all motor groups would jump to 2.512917 interruptions/year.
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The annual interruption duration for each motor group was varied from a low of
4.009801 to a high of 15.1454204 h per year. The impact of lengthy repair times (i.e.,
11.451205 h for motor groups 18 and 19) on the industrial process was identified (not
obvious from the single-line diagram). The repair and isolation activities were altered to
lower the duration of this motor group to approximately 7 h per interruption. For
example, if all the protective devices in the industrial power system were manual
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Figure 8.3. Single-line diagram of an industrial power system.
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TABLE 8.1. Characteristics of Individual Transformers

Transformer
Number
(h/failure) Bus–Bus Transformation Ratio

Size
(MVA) l (failures/year)

Replacement
Time (r)

(T1) 1–3 69 kV/13.8 kV 15.000 0.0153 192.0
(T2) 2–4 69 kV/13.8 kV 15.000 0.0153 192.0
(T3) 5–39 13.8 kV/4.16 kV 1.725 0.0059 79.3
. . . . . . . . . . . . . . . . . .
(T12) 27–30 13.8 kV/480V 1.500 0.0059 79.3
(T13) 31–36 13.8 kV/2.4 kV 3.500 0.0059 79.3
(T14) 32–37 13.8 kV/480V 1.500 0.0059 79.3

TABLE 8.2. Reliability Data for Line Sections

Section
Number Description Length (ft) l (failures/ft/year)

Repair Time
(r) (h/failure)

– UTILITY OH 266.8
MCM ACSR

10,000 0.00001 (0.0003) 2.00 (3.8)

1 3 cond. #6 650.0 0.00000613 26.5 (25.0)
2 3 cond. #6 325.0 0.00000613 26.5 (25.0)
. . . . . . . . . . . . . . .
22 2–3 cond. 400 kcmil 66.0 0.00000141 10.5 (3.8)
23 Out of service – – –
24 2–3 cond. 400 kcmil 50.0 0.00000141 10.5 (3.8)

TABLE 8.3. Characteristics of Individual Motors

Motor
Number

Type of Motor Configuration
Induction Motor Group (IMG) Size (MVA) l (failures/year)

Repair time
(r) (h/failure)

(M1) IMG (>50 hp)-480V 0.70 0.0824 42.5
(M2) IMG (<50 hp)-480V 0.50 0.0109 18.3
(M3) IMG (>50 hp)-480V 1.00 0.0824 42.5
(M4) IMG (<50 hp)-480V 0.50 0.0109 18.3
(M5) IMG (>50 hp)-480V 1.00 0.0824 42.5
. . . . . . . . . . . . . . .
(M20) IMG (>50 hp) 2.4 kV 1.50 0.0714 75.1
(M21) 1750 hp induction, motor—

1800 rpm, 4.16 kV
1.75 0.0404 76.0

G Generator—0.8 PF, standby and
emergency

10.00 0.00536 478.0
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TABLE 8.4. Reliability Data for Circuit Breakers (Includes Connections and Terminations)

Circuit Breaker
Number Description l (failures/year)

Repair Time (r)
(h/failure)

A 69 kV (qA¼ 0.0) 0.0036 109.0
B 69 kV (qB¼ 0.0) 0.0036 109.0
C 13.8 kV MC (qC¼ 0.0) 0.0036 83.1
. . . . . . . . . . . .
T 13.8 kV MC (qT¼ 0.0) 0.0036 83.1
ALL 480VMC (q¼ 0.0 0.0027 4.0
ALL 2.4 and 4.16 kV metalclad

(q¼ 0.0)
0.0036 83.1

TABLE 8.5. Reliability Data for Insulated Switchgear Bus and Bus Duct and Terminations

Switchgear
Bus No. Description l (failures/year)

Repair Time (r)
(h/failure)

1 Switchgear bus insulated
(connected to 1 breaker)

0.0034 26.8

2 Switchgear bus insulated
(connected to 1 breaker)

0.0034 26.8

3 Switchgear bus insulated
(connected to 5 breakers)

0.0170 26.8

. . . . . . . . . . . .
10 Switchgear bus insulated 0.001050 28.0
27 Switchgear bus insulated 0.001050 28.0
– Disconnect switch enclosed 0.006100 1.6

TABLE 8.6. Reliability Data for Insulated Motor Bus Connections and Terminations

Motor Bus
No. Description

l (failures/
year)

Repair Time (r)
(h/failure)

28 Motor bus for M1 and M2 (including four
connections)

0.000127 4.0

17 Motor bus for M3 and M4 (including four
connections)

0.000127 4.0

18 Motor bus for M5 and M6 (including four
connections)

0.000127 4.0

. . . . . . . . . . . .
19 Motor bus forM18 andM19 (including four

connections)
0.004192 11.5

11 Motor bus for M20 (including 1
connections)

0.001048 11.5

39 Motor bus for M21 (including 1
connections)

0.001048 11.5
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switches or all the protective devices were completely faulty (i.e., q(i, j)¼ 1.0), the
annual interruption duration for allmotor groupswould be a 91.340941 hwith an average
repair duration of 36.348571 h per interruption.

Reliable protective schemes and equipment for industrial power systems are critical
for minimizing the frequency, duration, and cost of interruptions. If the protection
equipment (e.g., breakers, relays, etc.) are not adequately maintained or inspected, then
the reliability performance of an industrial power systemwill deteriorate significantly as
illustrated in this chapter. One potential problem with computerized protective schemes

TABLE 8.7. Characteristics of Source Elements

69 kV Utility System

1000MVA available l (failures/year)¼ 0.843 r (h/failure)¼ 1.00
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Figure 8.4. Zone branch single-line diagram.
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is their susceptibility to power supply anomalies caused by switching and operational
activities within an industrial facility. To minimize the impact and cost of these
anomalies, proper maintenance and power supply immunity of the protective comput-
erized systems should be undertaken.

8.4 APPLICATION OF ZONE BRANCH METHODOLOGY:
CASE STUDIES

Applications of zone branchmethodology are further illustrated in the following sections
using several case studies.

TABLE 8.8. Failure Rate and Duration of Zone Branch Outages Computed from Previous
Data

Zone
Branch

Failure Rate
(failures/year)

Interruption
Duration (h/year)

Average Repair
Duration (h/failure)

(1, 1) 1.058300 2.161330 2.042265
(2, 1) 0.022300 3.327880 149.232286
(2, 2) 0.022300 3.327880 149.232286
(3, 1) 0.031400 1.652240 52.619108
(3, 2) 0.031400 1.652240 52.619108
(4, 1) 0.034682 1.015484 29.279664
(4, 2) 0.012392 0.553964 48.203321
(4, 3) 0.013668 0.842324 44.747929
(4, 4) 0.038180 2.041213 67.971887
(4, 5) 0.016407 0.948726 57.823061
(4, 6) 0.048592 1.635316 33.653934
(4, 7) 0.036874 5.682398 154.101879
(4, 8) 0.022062 0.787064 35.674411
(5, 1) 0.093427 3.701978 39.624284
(5, 2) 0.008600 0.478670 55.659302
(5, 3) 0.041448 3.082452 74.369137
(5, 4) 0.093427 3.701978 39.624284
(5, 5) 0.072448 5.374192 55.659302
(5, 6) 0.172392 12.96074 75.181841
(5, 7) 0.107392 10.97534 102.198934
(5, 8) 0.008600 0.478670 55.659302
(5, 9) 0.093427 3.701978 39.624284
(5, 10) 0.010965 0.199730 18.215230
(5, 11) 0.024400 1.261960 51.719672
(6, 1) 0.093427 3.701978 39.624284
(6, 2) 0.093427 3.701978 39.624284
(6, 3) 0.107780 8.120105 75.339489
(6, 4) 0.103200 4.271133 41.386935
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8.4.1 Case 1: Design “A”—Simple Radial Substation Configuration

This is a simple radial system with only one supply source and no switching options in
case of any fault. In case of any fault, the supply to the load point will remain interrupted
unless faulty equipment is repaired or replaced. The single-line diagram of substation
Design “A”—simple radial configuration—is given in Fig. 8.5 and its zone branch
diagram is provided in Fig. 8.6.

8.4.1.1 Zone Branch Calculations: Design “A”. The zone branch calcula-
tions are illustrated as follows.

Zone 1—Branch 1

lð1; 1Þ ¼ lsþ lT1þ 0:50� lCB1
¼ 1:956þ 0:0062þ 0:002
¼ 1:9642 outages=year

lrð1; 1Þ ¼ lsrsþ lT1rT1þ 0:50� lCB1rCB1
¼ 5:050392þ 2:20782þ 0:2
¼ 7:458212 h=year

rð1; 1Þ ¼ lrð1; 1Þ=lð1; 1Þ
¼ 3:797073618 h=interruption

Zone 2—Branch 1

lð2; 1Þ ¼ 0:50� lCB1þ lSGB1þ 0:50� flCB2þ lCB3þ lCB4þ lCB5þ lCB6þ lCB7g
¼ 0:002þ 0:000802þ 0:002� 6

¼ 0:014802 outages=year
lrð2; 1Þ ¼ 0:50� lCB1rCB1þ lSGB1rSGB1þ 0:50

�flCB2rCB2þ lCB3rCB3þ lCB4rCB4þ lCB5rCB5þ lCB6rCB6þ lCB7rCB7g
¼ 0:2þ 0:4411þ 0:2� 6

TABLE 8.9. Frequency and Duration of Motor Group Interruptions

Motor Number
Failure Rate

(failures/year)
Interruption
Duration (h/year)

Average Repair
Duration (h/failure)

M1 and M2 1.247659 5.891031 4.718669
M3 and M4 1.247659 5.880150 4.718669
M5 and M6 1.262619 5.891031 4.665722
M7 and M8 1.219095 5.880150 4.823371
M9 and M10 1.262619 5.891031 4.665722
M11 1.180157 4.009801 3.397684
M14 1.261662 8.494913 6.733111
M15 1.148874 7.857153 6.839002
M16 and M17 1.235799 13.154204 10.644288
M18 and M19 1.322572 15.145048 11.451205
M20 1.222628 9.590160 7.843888
M21 1.164940 5.811171 4.988385
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¼ 1:8411 h=year

rð2; 1Þ ¼ lrð2; 1Þ=lð2; 1Þ
¼ 124:3818403 h=outage

Zone 3—Branch 1

lð3; 1Þ ¼ 0:50� lCB2þ lSGB2þ 0:50� flDS1þ lDS2þ lDS3gþ lC1þ 2lCT

¼ 0:002þ 0:000802þ 0:00305� 3þ 0:00613þ 0:0001� 2

¼ 0:018282 outages=year

lrð3; 1Þ ¼ 0:50� lCB2rCB2þ lSGB3rSGB3þ 0:50

�flDS1rDS1þ lDS2rDS2þ lDS3rDS3gþ lC1rC1þ 2lCTrCT

¼ 0:2þ 0:4411þ 0:01098� 3þ 0:162445þ 0:0025� 2

¼ 0:841485 h=year

rð3; 1Þ ¼ lrð3; 1Þ=lð3; 1Þ
¼ 46:02806039 h=outage

Zone 3—Branch 4

lð3; 4Þ ¼ 0:50� lCB5rCB5þ lSGB4þ 0:50� flDS4þ lDS5þ lDS6gþ lC2þ 2lCT

¼ 0:002þ 0:000802þ 0:00305� 3þ 0:00613þ 0:0001� 2

¼ 0:018282 outages=year

lrð3; 4Þ ¼ 0:50� lCB5rCB5þ lSGB4rSGB4þ 0:50� flDS4rDS4þ lDS5rDS5þ lDS6rDS6g
þ lC2rC2þ 2lCTrCT

¼ 0:2þ 0:4411þ 0:01098� 3þ 0:162445þ 0:0025� 2

¼ 0:841485 h=year

rð3; 4Þ ¼ lrð3; 4Þ=lð3; 4Þ
¼ 46:02806039 h=outage

Zone 4—Branch 1

lð4; 1Þ ¼ 0:50� flDS1þ lF1g
¼ 0:00305þ 0:00095
¼ 0:004 outages=year

lrð4; 1Þ ¼ 0:50� flDS1rDS1þ lF1rF1g
¼ 0:01098þ 0:005225
¼ 0:016205 h=year

rð4; 1Þ ¼ lrð4; 1Þ=lð4; 1Þ
¼ 4:05125 h=outage
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Zone 4—Branch 2

lð4; 2Þ ¼ 0:50� flDS2þ lF2g
¼ 0:00305þ 0:00095
¼ 0:004 outages=year

lrð4; 2Þ ¼ 0:50� flDS2rDS2þ lF2rF2g
¼ 0:01098þ 0:005225
¼ 0:016205 h=year

rð4; 2Þ ¼ lrð4; 2Þ=lð4; 2Þ
¼ 4:05125 h=outage

Zone 4—Branch 3

lð4; 3Þ ¼ 0:50� flDS4þ lF4g
¼ 0:00305þ 0:00095
¼ 0:004 outages=year

lrð4; 3Þ ¼ 0:50� flDS3rDS3þ lF3rF3g
¼ 0:01098þ 0:005225
¼ 0:016205 h=year

rð4; 3Þ ¼ lrð4; 3Þ=lð4; 3Þ
¼ 4:05125 h=outage

Zone 4—Branch 4

lð4; 4Þ ¼ 0:50� flDS4þ lF4g
¼ 0:00305þ 0:00095
¼ 0:004 outages=year

lrð4; 4Þ ¼ 0:50� flDS4rDS4þ lF4rF4g
¼ 0:01098þ 0:005225
¼ 0:016205 h=year

rð4; 4Þ ¼ lrð4; 4Þ=lð4; 4Þ
¼ 4:05125 h=outage

Zone 4—Branch 5

lð4; 5Þ ¼ 0:50� flDS5þ lF5g
¼ 0:00305þ 0:00095
¼ 0:004 outages=year

lrð4; 5Þ ¼ 0:50� flDS5rDS5þ lF5rF5g
¼ 0:01098þ 0:005225
¼ 0:016205 h=year

rð4; 5Þ ¼ lrð4; 5Þ=lð4; 5Þ
¼ 4:05125 h=outage

Zone 4—Branch 6

lð4; 6Þ ¼ 0:50� flDS6þ lF6g
¼ 0:00305þ 0:00095
¼ 0:004 outages=year

lrð4; 6Þ ¼ 0:50� flDS6rDS6þ lF6rF6g
¼ 0:01098þ 0:005225
¼ 0:016205 h=year

rð4; 6Þ ¼ lrð4; 6Þ=lð4; 6Þ
¼ 4:05125 h=outage
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Zone 5—Branch 1

lð5; 1Þ ¼ 0:50� lF1þ lT2
¼ 0:00095þ 0:0062
¼ 0:00715 outages=year

lrð5; 1Þ ¼ 0:50� lF1rF1þ lT2rT2
¼ 0:005225þ 2:20782
¼ 2:213045 h=year

rð5; 1Þ ¼ lrð5; 1Þ=lð5; 1Þ
¼ 309:5167832 h=outage

Zone 5—Branch 2

lð5; 2Þ ¼ 0:50� lF2þ lT3
¼ 0:00095þ 0:0062
¼ 0:00715 outages=year

lrð5; 2Þ ¼ 0:50� lF2rF2þ lT3rT3
¼ 0:005225þ 2:20782
¼ 2:213045 h=year

rð5; 2Þ ¼ lrð5; 2Þ=lð5; 2Þ
¼ 309:5167832 h=outage

Zone 5—Branch 3

lð5; 3Þ ¼ 0:50� lF3þ lT4
¼ 0:00095þ 0:0062
¼ 0:00715 outages=year

lrð5; 3Þ ¼ 0:50� lF3rF3þ lT4rT4
¼ 0:005225þ 2:20782
¼ 2:213045 h=year

rð5; 3Þ ¼ lrð6; 3Þ=lð6; 3Þ
¼ 309:5167832 h=outage

Zone 5—Branch 4

lð5; 4Þ ¼ 0:50� lF4þ lT5
¼ 0:00095þ 0:0062
¼ 0:00715 outages=year

lrð5; 4Þ ¼ 0:50� lF4rF4þ lT5rT5
¼ 0:005225þ 2:20782
¼ 2:213045 h=year

rð5; 4Þ ¼ lrð5; 4Þ=lð5; 4Þ
¼ 309:5167832 h=outage

Zone 5—Branch 5

lð5; 5Þ ¼ 0:50� lF5þ lT6
¼ 0:00095þ 0:0062
¼ 0:00715 outages=year

lrð5; 5Þ ¼ 0:50� lF5rF5þ lT6rT6
¼ 0:005225þ 2:20782
¼ 2:213045 h=year

rð5; 5Þ ¼ lrð5; 1Þ=lð5; 1Þ
¼ 309:5167832 h=outage
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Zone 5—Branch 6

lð5; 6Þ ¼ 0:50� lF6þ lT7
¼ 0:00095þ 0:0062
¼ 0:00715 outages=year

lrð5; 6Þ ¼ 0:50� lF6rF6þ lT7rT7
¼ 0:005225þ 2:20782
¼ 2:213045 h=year

Utility
feeder

T1

CB1

CB7CB6CB5CB4CB3CB2

F3F2F1 F6F5F4

T4T3 T7T6T5T2

1 2

3 4

DS2DS1 DS3 DS6DS5DS4

Cable 1000 FT
(404.8 m)

Cable 1000 FT
(404.8 m)

Legend
T - Transformer

CB - Circuit breaker
F - Fuse

SGB - Switchgear bus number i

Load
point

Breaker closed direct path

  Breaker closed

Breaker open

Figure 8.5. Single-line diagram of substation Design “A”.
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The failure rate, average outage duration, and annual outage time are summarized in
Table 8.10.

8.4.1.2 Calculating the Load Point Failure Rate and Average Repair
Duration of Interruptions: Design “A”. Assuming the herringbone network for
load point zone branch. The herringbone network for a given zone branch has the zone
branches in the direct path as the main trunk and has all the zone branches immediately
connected to the direct path as laterals.
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DS1                   F1

F2

F3

F4

F5

F6

Load
point

Cable 1000 FT
(304.8 m)

Cable 1000 FT
(304.8 m)

Figure 8.6. Zone branch diagram of substation Design “A”.

Frequency of interruptions at load point

lload point ¼ lð1; 1Þþ lð2; 1Þþ lð3; 1Þþ lð4; 1Þþ lð5; 1Þ
¼ 2:008434 interruptions=year
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Annual duration of interruptions to load point

lrload point ¼ lrð1; 1Þþ lrð2; 1Þþ lrð3; 1Þþ lrð4; 1Þþ lrð5; 1Þ
¼ 12:370047 h=year

Average duration of interruptions per failure to load point

rload point ¼ lrload point=lload point

¼ 6:159050783 h=interruption

8.4.2 Case 2: Design “B”—Dual Supply Radial—Single Bus

This is a single bus dual supply radial system with two supply sources in parallel. Both
supply sources are assumed to be capable of feeding the load independently. In case any
supply needs repair or maintenance, the other supply can feed the load. The single-line
diagram of substation Design “B”—dual supply radial—single bus is given in Fig. 8.7
and its zone branch diagram is provided in Fig. 8.8.

This configuration of Fig. 8.7 can be analyzed in two ways.

1. It is assumed that utility supply no. 1 is capable of supplying power to the whole
network and utility supply no. 2 is redundant. In this case, CB2 is normally open.
The second supply is only switched in when supply no. 1 has failed.

TABLE 8.10. Summary of Zone Branch Calculations

Zone
Branch

Annual Outage
Rate (l)

(outages/year)

Annual Outage
Duration

(lr) (h/year)

Average Outage
Duration (r)
(h/outage)

(1, 1) 1.9642 7.458212 3.797073618
(2, 1) 0.014802 1.8411 124.3818403
(3, 1) 0.018282 0.841485 46.02806039
(3, 4) 0.018282 0.841485 46.02806039
(4, 1) 0.004 0.016205 4.05125
(4, 2) 0.004 0.016205 4.05125
(4, 3) 0.004 0.016205 4.05125
(4, 4) 0.004 0.016205 4.05125
(4, 5) 0.004 0.016205 4.05125
(4, 6) 0.004 0.016205 4.05125
(5, 1) 0.00715 2.213045 309.5167832
(5, 2) 0.00715 2.213045 309.5167832
(5, 3) 0.00715 2.213045 309.5167832
(5, 4) 0.00715 2.213045 309.5167832
(5, 5) 0.00715 2.213045 309.5167832
(5, 6) 0.00715 2.213045 309.5167832
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2. It is assumed that both supplies are always connected to the network and CB2 is
normally closed.

8.4.2.1 Zone Branch Calculations—Design “B”—Only One Supply is
ConnectedataTime. Asummaryof the zonebranchparameters is provided inTable 8.11.

Assume the herringbone network for the load point zone branch. The herringbone
network for a given zone branch has the zone branches in the direct path as themain trunk
and has all the zone branches immediately connected to the direct path as laterals.

Utility
feeder 1

Utility
feeder 2

T2T1

CB1 CB2

CB8CB7CB6CB5CB4CB3

F3F2F1 F6F5F4

T8T7T6T5T4T3

1 2

3 4

Load
point

NO

Legend
T - Transformer

CB - Circuit breaker

F - Fuse

SGB - Switchgear bus number i

Breaker closed direct path

Breaker closed

Breaker open

Figure 8.7. Single-line diagram of substation Design “B”.
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8.4.2.2 Calculating the Load Point Failure Rate and Average Repair
Duration of Interruptions—Design “B”—When CB2 is not Switched in.

Frequency of interruptions at load point

lload point ¼ lð1; 1Þþ lð2; 1Þþ lð3; 1Þþ lð4; 1Þþ lð5; 1Þ
¼ 2:008434 interruptions=year

Annual duration of interruptions to the load point

S(1,2) S(2,2)

CB2

S(3,6)

S(3,5)

S(3,4)

S(3,3)

S(1,1) S(2,1)

S(3,1)

S(3,2)

S(4,1)

S(4,2)

S(4,3)

S(4,4)

S(4,5)

S(4,6)

S(5,1)

S(5,2)

S(5,3)

S(5,4)

S(5,5)

S(5,6)

CB1

Utility
feed #2

Utility
feed #1

CB3

CB4

CB5

CB6

CB7

DS6CB8

DS5

DS4

DS3

DS2

F1DS1

F2

F3

F4

F5

F6

Load
point

Cable 1000 FT
(304.8 m)

Cable 1000 FT
(304.8 m)

Figure 8.8. Zone branch diagram of substation Design “B”.

lrload point ¼ lrð1; 1Þþ lrð2; 1Þþ lrð3; 1Þþ lrð4; 1Þþ lrð5; 1Þ
¼ 12:370047 h=year

Average duration of interruptions per failure to the load point

rload point ¼ lrload point=lload point

¼ 6:159050783 h=interruption
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8.4.2.3 Calculating the Load Point Failure Rate and the Average Repair
Duration of Interruptions—Design “B”—When CB2 is Switched in After
Failure of Utility Supply No. 1.

Frequency of interruptions at the load point

lload point ¼ lð1; 1Þþ lð2; 1Þþ lð3; 1Þþ lð4; 1Þþ lð5; 1Þ
¼ 2:008434 interruptions=year

Annual duration of interruptions to the load point

lrload point ¼ lrð1; 1Þþ lrð2; 1Þþ lrð3; 1Þþ lrð4; 1Þþ lrð5; 1Þ
¼ 12:370047 h=year

Average duration of interruptions per failure to the load point

rload point ¼ lrload point=lload point

¼ 6:159050783 h=interruption

8.4.2.4 Calculating the Load Point Failure Rate and Average Repair
Durationof Interruptions—Design “B”—BothSupplies areConnectedat the
Same Time. In this case, there is no switching option and in case of any fault in the

TABLE 8.11. Summary of Zone Branch Calculations for Failure Rate, Average Repair
Duration, and Annual Outage Time of the Load

Zone
Branch

Annual
Outage Rate

(l) (outages/year)

Annual Outage
Duration (lr)

(h/year)

Average Outage
Duration (r)
(h/outage)

(1, 1) 1.9642 7.458212 3.797073618
(1, 2) 1.9642 7.458212 3.797073618
(2, 1) 0.014802 1.8411 124.3818403
(2, 2) 0.014802 1.8411 124.3818403
(3, 1) 0.018282 0.841485 46.02806039
(3, 4) 0.018282 0.841485 46.02806039
(4, 1) 0.004 0.016205 4.05125
(4, 2) 0.004 0.016205 4.05125
(4, 3) 0.004 0.016205 4.05125
(4, 4) 0.004 0.016205 4.05125
(4, 5) 0.004 0.016205 4.05125
(4, 6) 0.004 0.016205 4.05125
(5, 1) 0.00715 2.213045 309.5167832
(5, 2) 0.00715 2.213045 309.5167832
(5, 3) 0.00715 2.213045 309.5167832
(5, 4) 0.00715 2.213045 309.5167832
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switchgear bus or any of the circuit breakers below it, the circuit breakers of both supplies
will trip simultaneously and there will be no supply to the load. Also, since there is no
switching option, in case of a fault in or below the switchgear bus, the supply to the load
pointwill remain interrupted unless the faulty equipment is repaired or replaced (Figs. 8.9
and 8.10).

Utility
feeder 1

Utility
feeder 2

T1 T2

CB2CB1

CB 8CB7CB6CB5CB4CB3

F3F2F1 F6F5F4

T5T4T3 T8T7T6

1 2

3 4

Load
point Legend

T - Transformer
CB - Circuit breaker
F - Fuse

SGB - Switchgear bus number i

Breaker closed direct path

Breaker closed

Breaker open

Figure 8.9. Single-line diagram of substation Design “B” (both supplies connected).
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8.4.2.5 Zone Branch Calculations—Design “B”—Both Utility Supplies
Connected.

Zone 1—Branch 1

l1 ¼ lsþ lT1þ 0:50 lCB1
¼ 1:956þ 0:0062þ 0:002
¼ 1:9642 outages=year

l1r1 ¼ lsrsþ lT1rT1þ 0:50 lCB1rCB1
¼ 5:050392þ 2:20782þ 0:2
¼ 7:458212 h=year

r1 ¼ lr1=l1
¼ 3:797073618 h=interruption
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Figure 8.10. Zone branch diagram of substation Design “B” (both supplies connected).
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l2 ¼ lsþ lT2þ 0:50� lCB2
¼ 1:956þ 0:0062þ 0:002
¼ 1:9642 outages=year

l2r2 ¼ lsrsþ lT2rT2þ 0:50� lCB2rCB2
¼ 5:050392þ 2:20782þ 0:2
¼ 7:458212 h=year

r2 ¼ lr2=l2
¼ 3:797073618 h=interruption

Since both the utility feeds are in parallel and both CB1 and CB2will trip in case of a
fault, we can calculate their annual failure rate and annual repair duration by using the
following formulas:

ls ¼ l1 l2 ðr1þ r2Þ=8760;
and

rs ¼ r1 r2=ðr1þ r2Þ
From Table 7.3 of the Gold Book, the following is the reliability of electric utility

power supplies:

No. of Circuits
(all Voltages)

l
(outages/year)

r (hours of
downtime/failure)

lr (forced hours of
downtime/year)

Failure of
single circuit

1.956 1.32 2.582

Failure of
both circuits

0.312 0.52 0.1622

Also from IEEE Standard 493-1997 (Gold Book), the common-mode constant is

KCM ¼ 0:07856986

l2 supplies ¼ l1 l2ðr1þ r2Þ=8760þKCMðl1þ l2Þ
lð1; 1Þ ¼ l2supplies

A summary of the zone branch parameters is shown in Table 8.12.
Assume the herringbone network for the load point zone branch. The herring-

bone network for a given zone branch has the zone branches in the direct path as the
main trunk and has all the zone branches immediately connected to the direct path
as laterals.

8.4.2.6 Calculating the Load Point Failure Rate and Average Repair
Duration of Interruptions—Design “B”—Both Utility Supplies Connected.

Frequency of interruptions at the load point

lload point ¼ lð1; 1Þþ lð2; 1Þþ lð3; 1Þþ lð4; 1Þþ lð5; 1Þ
¼ 0:356234 interruptions=year
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Annual duration of interruptions to the load point

lrload point ¼ lrð1; 1Þþ lrð2; 1Þþ lrð3; 1Þþ lrð4; 1Þþ lrð5; 1Þ
¼ 6:810371809 h=year

Average duration of interruptions per failure to load point

rload point ¼ lrload point=lload point

¼ 19:11769177 h=interruption

8.4.3 Case 3: Design “C”—Dual Supply Radial with Tiebreaker

This configuration is similar to the previous onewith the difference that the supply to the
load ismore reliable since there is a normally open tiebreaker (CB3), which can be closed
to maintain supply to the load from utility feed no. 2 in case of a fault in utility no. 1. The
single-line diagram of substation Design “B”—dual supply radial with tiebreaker is
provided in Fig. 8.11 and its zone branch diagram is given in Fig. 8.12.

First, let us consider that normally open circuit breaker CB3 is ideal (i.e., has zero
failure rate) and is not switched when there is a fault in utility feed no. 1.

8.4.3.1 Zone Branch Calculations—Design “C”—When the Tiebreaker
is Ideal and Switching Activity is not Included. A summary of the zone branch
calculations for Design “C” is shown in Table 8.13.

TABLE 8.12. Summary of Zone Branch Calculations for Failure Rate, Average Repair
Duration, and Annual Outage Time of the Load for Fig. 8.8 System

Zone
Branch

Annual Outage
Rate (l) (outages/year)

Annual Outage
Duration (lr) (h/year)

Average Outage
Duration (r) (h/outage)

(1, 1) 0.003344616 0.006349877 1.898536809
(2, 1) 0.014802 1.8411 124.3818403
(3, 1) 0.018282 0.841485 46.02806039
(3, 4) 0.018282 0.841485 46.02806039
(4, 1) 0.004 0.016205 4.05125
(4, 2) 0.004 0.016205 4.05125
(4, 3) 0.004 0.016205 4.05125
(4, 4) 0.004 0.016205 4.05125
(4, 5) 0.004 0.016205 4.05125
(4, 6) 0.004 0.016205 4.05125
(5, 1) 0.00715 2.213045 309.5167832
(5, 2) 0.00715 2.213045 309.5167832
(5, 3) 0.00715 2.213045 309.5167832
(5, 4) 0.00715 2.213045 309.5167832
(5, 5) 0.00715 2.213045 309.5167832
(5, 6) 0.00715 2.213045 309.5167832
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Figure 8.11. Single-line diagram of substation Design “C”.

8.4.3.2 Calculating the Load Point Failure Rate and Average Repair
Duration—Design “C”—When Tiebreaker is Ideal and Switching Activity is
not Included.

Frequency of interruptions at the load point

lload point ¼ lð1; 1Þþ lð2; 1Þþ lð3; 1Þþ lð4; 1Þþ lð5; 1Þ
¼ 2:002434 interruptions=year
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Annual duration of interruptions to the load point

lrload point ¼ lrð1; 1Þþ lrð2; 1Þþ lrð3; 1Þþ lrð4; 1Þþ lrð5; 1Þ
¼ 11:770047 h=year

Average duration of interruptions per failure to the load point

rload point ¼ lrload point=lload point

¼ 5:877870132 h=interruption

8.4.3.3 Calculating the Load Point Failure Rate and Average Repair
Duration—Design “C”—When Tiebreaker is Ideal and is Switched Within a
Negligible Period of Time.

Frequency of interruptions at the load point
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Figure 8.12. Zone branch diagram of substation Design “C”.

lload point ¼ lð1; 1Þþ lð2; 1Þþ lð3; 1Þþ lð4; 1Þþ lð5; 1Þ
¼ 2:002434 interruptions=year
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Annual duration of interruptions to the load point

lrload point ¼ lrð1; 1Þþ lrð2; 1Þþ lrð3; 1Þþ lrð4; 1Þþ lrð5; 1Þ
¼ 4:311835 h=year

Average duration of interruptions per failure to the load point

rload point ¼ lrload point=lload point

¼ 2:153296938 h=interruption

8.4.3.4 Zone Branch Calculation—Design “C”—When the Tiebreaker
has the Same Failure Rate as Other Breakers andWhen Switching Activity is
Included. A summary of the zone branch calculations for Design “C” is shown in
Table 8.14.

8.4.3.5 Calculating the Load Point Failure Rate and Average Repair
Duration—Design “C”—When the Tiebreaker has the Same Failure Rate as
Other Breakers and When Switching Activity is Included.

Frequency of interruptions at the load point

lload point ¼ lð1; 1Þþ lð2; 1Þþ lð3; 1Þþ lð4; 1Þþ lð5; 1Þ
¼ 2:002434 interruptions=year

TABLE 8.13. Summary of Zone Branch Calculations for Design “C”

Zone
Branch

Annual Outage
Rate (l) (outages/year)

Annual Outage
Duration (lr) (h/year)

Average Outage
Duration (r) (h/outage)

(1, 1) 1.9642 7.458212 3.797073618
(1, 2) 1.9642 7.458212 3.797073618
(2, 1) 0.008802 1.2411 141.002045
(2, 2) 0.008802 1.2411 141.002045
(3, 1) 0.018282 0.841485 46.02806039
(3, 4) 0.018282 0.841485 46.02806039
(4, 1) 0.004 0.016205 4.05125
(4, 2) 0.004 0.016205 4.05125
(4, 3) 0.004 0.016205 4.05125
(4, 4) 0.004 0.016205 4.05125
(4, 5) 0.004 0.016205 4.05125
(4, 6) 0.004 0.016205 4.05125
(5, 1) 0.00715 2.213045 309.5167832
(5, 2) 0.00715 2.213045 309.5167832
(5, 3) 0.00715 2.213045 309.5167832
(5, 4) 0.00715 2.213045 309.5167832
(5, 5) 0.00715 2.213045 309.5167832
(5, 6) 0.00715 2.213045 309.5167832
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Annual duration of interruptions to the load point

lrload point ¼ lrð1; 1Þ � Rswþ lrð2; 1Þþ lrð3; 1Þþ lrð4; 1Þþ lrð5; 1Þ
¼ 4:511835 h=year

Average duration of interruptions per failure to the load point

rload point ¼ lrload point=lload point

¼ 2:250927194 h=interruption

8.4.4 Case 4: Design “D” —Dual Supply Loop with Tiebreaker

This design is more flexible than the previous design (design “C”). Fuses have been
replaced with circuit breakers and two manual disconnect switches and a loop switch
(LS) have been introduced. The single-line diagram of substation design “D” dual
supply loop with tiebreaker is given in Fig. 8.13 and its zone branch diagram in
Fig. 8.14.

TABLE 8.14. Summary of Zone Branch Calculations for Design “C”

Zone
Branch

Annual Outage
Rate (l) (outages/year)

Annual Outage
Duration (lr) (h/year)

Average Outage
Duration (r) (h/outage)

(1, 1) 1.9642 7.458212 3.797073618
(1, 2) 1.9642 7.458212 3.797073618
(2, 1) 0.010802 1.4411 141.002045
(2, 2) 0.010802 1.4411 141.002045
(3, 1) 0.018282 0.841485 46.02806039
(3, 4) 0.018282 0.841485 46.02806039
(4, 1) 0.004 0.016205 4.05125
(4, 2) 0.004 0.016205 4.05125
(4, 3) 0.004 0.016205 4.05125
(4, 4) 0.004 0.016205 4.05125
(4, 5) 0.004 0.016205 4.05125
(4, 6) 0.004 0.016205 4.05125
(5, 1) 0.00715 2.213045 309.5167832
(5, 2) 0.00715 2.213045 309.5167832
(5, 3) 0.00715 2.213045 309.5167832
(5, 4) 0.00715 2.213045 309.5167832
(5, 5) 0.00715 2.213045 309.5167832
(5, 6) 0.00715 2.213045 309.5167832
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This arrangement has many options for restoring the supply to the load in case of
failure.

- In case of failure of utility feed no. 1, CB1 is opened and normally open circuit
breaker CB3 is closed to supply the load.

CB3

Utility
feeder 1

Utility
feeder 2

T1 T2

CB1 CB2

CB9CB8CB7CB6CB5CB4

T5T4T3

NO

1 2

3 4

T8T7T6

LS

CB10 CB11 CB12 CB13 CB14 CB15

DS1
DS2

Load
point

Legend
T - Transformer

CB - Circuit breaker
F - Fuse

SGB - Switchgear bus number i

Breaker closed direct path

  Breaker closed

Breaker open

Figure 8.13. Single-line diagram of substation Design “D”—no switching activity.
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- In case of failure of CB3 or fault above disconnect switch no. 1 (DS1), loop switch
can be closed to supply the load.

8.4.4.1 Zone Branch Calculations—Design “D”—Switching Activity is
not Included. Figure 8.14 andTable 8.15 show the situationwhen no switching is done
in case of any fault.

8.4.4.2 Calculating the Load Point Failure Rate and Average Repair
Duration—Design “D”—Switching Activity is not Included.

Frequency of interruptions at the load point

lload point ¼ lð1; 1Þþ lð2; 1Þþ lð3; 1Þþ lð4; 1Þþ lð5; 1Þ
¼ 1:999384 interruptions=year

Utility
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S(5,2)

S(5,3)

S(5,4)

S(5,5)

S(5,6)

CB14
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loop

switch

S(4,2)

S(4,1)
Load
point

Cable 1000 FT 
(304.8 m)

Cable 1000 FT 
(304.8 m)
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Figure 8.14. Zone branch diagram of substation Design “D”.
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Annual duration of interruptions to the load point

lrload point ¼ lrð1; 1Þþ lrð2; 1Þþ lrð3; 1Þþ lrð4; 1Þþ lrð5; 1Þ
¼ 12:526657 h=year

Average duration of interruptions per failure to the load point

rload point ¼ lrload point=lload point

¼ 6:2652582 h=interruption

8.4.4.3 Calculating the Load Point Failure Rate and Average Repair
Duration—Design “D”—When the Tiebreaker is Switched Within a Negli-
gible Period of Time(<5 s). Here, it is assumed that CB3 has a zero failure rate and
that it can be switched within zero time (Fig. 8.15).

Frequency of interruptions at the load point

lload point ¼ lð1; 1Þþ lð2; 1Þþ lð3; 1Þþ lð4; 1Þþ lð5; 1Þ
¼ 1:999384 interruptions=year

Annual duration of interruptions to the load point

lrload point ¼ lrð1; 1Þ � Rswþð2; 1Þþ lrð3; 1Þþ lrð4; 1Þþ lrð5; 1Þ
¼ 4:511835 h=year

Average duration of interruptions per failure to the load point

rload point ¼ lrload point=lload point

¼ 2:535003281 h=interruption

TABLE 8.15. Summary of Zone Branch Calculations

Zone
Branch

Annual Outage
Rate (l) (outages/year)

Annual Outage
Duration (lr) (h/year)

Average Outage
Duration (r) (h/outage)

(1, 1) 1.9642 7.458212 3.797073618
(1, 2) 1.9642 7.458212 3.797073618
(2, 1) 0.008802 1.2411 141.002045
(2, 2) 0.008802 1.2411 141.002045
(3, 1) 0.00833 0.367445 44.11104442
(3, 6) 0.00833 0.367445 44.11104442
(4, 1) 0.009852 1.05208 106.7884693
(4, 2) 0.009852 1.05208 106.7884693
(5, 1) 0.0082 2.40782 293.6365854
(5, 2) 0.0082 2.40782 293.6365854
(5, 3) 0.0082 2.40782 293.6365854
(5, 4) 0.0082 2.40782 293.6365854
(5, 5) 0.0082 2.40782 293.6365854
(5, 6) 0.0082 2.40782 293.6365854
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8.4.4.4 Calculating the Load Point Failure Rate and Average Repair
Duration—When the Loop Switch is Operated Within 15min. Here, it is
assumed that the fault is above disconnect switch DS1 and that the loop switch can
be operated within 15min of time (Fig. 8.16).

Frequency of interruptions at the load point

lload point ¼ lð1; 1Þþ lð2; 1Þþ lð3; 1Þþ lð4; 1Þþ lð5; 1Þ
¼ 1:999384 interruptions per year

CB3

Utility
feeder 1

Utility
feeder 2

T2T1

CB2CB1

CB9CB8CB7CB6CB5CB4

NO

1 2

3 4LS

CB10 CB11 CB12 CB13 CB14 CB15

DS1 DS2

Load
point Legend

T - Transformer
CB - Circuit breaker
F - Fuse

SGB - Switchgear bus number i

Breaker closed direct path

Breaker closed

Breaker open

T8T7T6T5T4T3

Figure 8.15. Single-line diagram of substation Design “D”—CB3 switching.
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Annual duration of interruptions to the load point

lrloadpoint ¼ lð1;1Þ�Rswþlð2;1Þ�Rswþlð3;1Þ�Rswþlrð4;1Þþlrð5;1Þ
¼ 3:4606625 h=year

Average duration of interruptions per failure to the load point

rload point ¼ lrload point=lload point

¼ 1:730864356 h=interruption
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Utility
feeder 1

Utility
feeder 2

T1 T2

CB2CB1

CB9CB8CB7CB6CB5CB4

T5T4T3
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1 2

3 4

T8T7T6
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CB10 CB11 CB12 CB13 CB14 CB15

DS1
DS2

Load
point Legend

T - Transformer
CB - Circuit breaker
F - Fuse

SGB - Switchgear bus number i

Breaker closed direct path

Breaker closed

Breaker open

Figure 8.16. Single-line diagram of substation Design “D”—with loop switching activity.
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8.4.4.5 Calculating the Load Point Failure Rate and Average Repair
Duration—When theTiebreakerhas theSameFailureRateasOtherBreakers
and the Failure Rate of the Loop Switch is Included. Here, it is assumed that
tiebreaker CB3 is not ideal and has the same failure rate as other breakers and the failure
rate of loop switch is also included. It is assumed that CB3 has negligible switching time
and that the loop switch has a switching time of 15min (Table 8.16 and Fig. 8.17).

Frequency of interruptions at the load point

lload point ¼ lð1; 1Þþ lð2; 1Þþ lð3; 1Þþ lð4; 1Þþ lð5; 1Þ
¼ 2:007484 interruptions=year

Annual duration of interruptions to the load point

lrload point ¼ lð1; 1ÞRswþ lð2; 1ÞRswþ lð3; 1ÞRswþ lrð4; 1Þþ lrð5; 1Þ
¼ 3:485323 h=year

Average duration of interruptions per failure to the load point

rload point ¼ lrload point=lload point

¼ 1:736164771 h=interruption

8.4.5 Case 5: Design “E”—Dual Supply Primary Selective

This arrangement has two utility feeds and each feeder is assumed to have the capability
to supply the whole network. The single-line diagram of substation design “E”—dual
supply primary selective is given in Fig. 8.18 and its zone branch diagram in Fig. 8.19.

TABLE 8.16. Summary of Zone Branch Calculations

Zone
Branch

Annual Outage
Rate (l) (outages/year)

Annual Outage
Duration (lr) (h/year)

Average Outage
Duration (r) (h/outage)

(1, 1) 1.9642 7.458212 3.797073618
(1, 2) 1.9642 7.458212 3.797073618
(2, 1) 0.010802 1.4411 133.4104795
(2, 2) 0.010802 1.4411 133.4104795
(3, 1) 0.00833 0.367445 44.11104442
(3, 6) 0.00833 0.367445 44.11104442
(4, 1) 0.015952 1.07404 67.32948847
(4, 2) 0.015952 1.07404 67.32948847
(5, 1) 0.0082 2.40782 293.6365854
(5, 2) 0.0082 2.40782 293.6365854
(5, 3) 0.0082 2.40782 293.6365854
(5, 4) 0.0082 2.40782 293.6365854
(5, 5) 0.0082 2.40782 293.6365854
(5, 6) 0.0082 2.40782 293.6365854
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There are many options for a reliable supply to the load point.

1. The load is primarily fed from utility feeder no. 1.

2. Normally open circuit breaker, CB3, can be switched on if there is a fault in the
utility feeder no. 1 supply system.

3. In case of a faulty CB3, the load can be supplied through CB7–SGB6–DS4 from
utility feeder no. 2.

8.4.5.1 Zone Branch Calculations—Design “E”—Switching Activity is
not Included. In this case, it has been assumed that normally open circuit breaker CB3
is not operated in case of a fault above switch gear no. 1 (Fig. 8.18). Therefore, CB3 is not
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SGB - Switchgear bus number i

Breaker closed direct path
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Figure 8.17. Single-line diagram of substation Design “D”—CB3 is not ideal.
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included in zone branch calculations. Moreover, load is not supplied though switchgear
bus no. 6 in case of a fault above disconnect switches (Table 8.17).

8.4.5.2 Calculating the Load Point Failure Rate and the Average Repair
Duration—Switching Activity is not Included.

CB3

Utility
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CB2CB1

CB9CB8CB7CB6CB5CB4

NO

1 2

T5T4T3 T8T7T6
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4
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CB10 CB11 CB12 CB13 CB14 CB15

DS11,DS9,10DS7,8DS5,6DS3,4DS1,2
12

Load
point

Cable 1000 FT
(404.8 m)

Legend
T Transformer-
CB Circuit breaker-
DS - Disconnect switch
SGB- Switchgear bus number
NO Normally opentie breaker-

i

Breaker closed direct path

Breaker closed

Breaker open

Cable 1000 FT
(404.8 m) Cable 1000 FT

(404.8 m)
Cable 1000 FT

(404.8 m)

Utility
feeder 2

Figure 8.18. Single-line diagram of substation Design “E”.

Frequency of interruptions at the load point

lload point ¼ lð1; 1Þþ lð2; 1Þþ lð3; 1Þþ lð4; 1Þþ lð5; 1Þ
¼ 2:004534 interruptions=year
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Annual duration of interruptions to the load point

lrload point ¼ lrð1; 1Þþ lrð2; 1Þþ lrð3; 1Þþ lrð4; 1Þþ lrð5; 1Þ
¼ 12:157097 h=year

Average duration of interruptions per failure to the load point
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Figure 8.19. Zone branch diagram of substation Design “E”.

rload point ¼ lrload point=lload point

¼ 6:064799599 h=interruption
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8.4.5.3 Calculating the Load Point Failure Rate and the Average Repair
Duration—When theTiebreakerhas theSameFailureRateasOtherBreakers
andWhenSwitchingActivity is Included. To feed the load point, the following are
the options:

1. The load point is fed from utility feed no. 1 through CB10, DS1, CB4, and CB1.

2. In case of a fault in utility feed no. 1, the load point is fed through utility feed no. 2
by instantly switching in CB3.

3. In case of failure of CB3, the load point is fed from utility feed no. 2 throughCB7,
switchgear bus no. 6, and manual switch DS1.

4. In case of failure of manual switch DS1, supply can be restored within 15min
(Rsw¼ 0.25 h) using DS4.

Here, it is assumed that CB3 is closed instantly (Rsw¼ 0 h) when there is a fault in or
before CB1 or CB2 (any one of the supplies fails) and the affected side is fed by closing
the CB3. It is also assumed that CB3 has the same failure rate as other circuit breakers
(Table 8.18 and Fig. 8.20).

TABLE 8.17. Summary of Zone Branch Calculations

Zone
Branch

Annual Outage
Rate (l) (outages/year)

Annual Outage
Duration (lr) (h/year)

Average Outage
Duration (r) (h/outage)

(1, 1) 1.9642 7.458212 3.797073618
(1, 2) 1.9642 7.458212 3.797073618
(2, 1) 0.008802 1.2411 141.002045
(2, 2) 0.008802 1.2411 141.002045
(3, 1) 0.018282 0.838985 45.89131386
(3, 3) 0.018282 0.838985 45.89131386
(3, 4) 0.018282 0.838985 45.89131386
(3, 6) 0.018282 0.838985 45.89131386
(4, 1) 0.00505 0.21098 41.77821782
(4, 2) 0.00505 0.21098 41.77821782
(4, 3) 0.00505 0.21098 41.77821782
(4, 4) 0.00505 0.21098 41.77821782
(4, 5) 0.00505 0.21098 41.77821782
(4, 6) 0.00505 0.21098 41.77821782
(4, 7) 0.00505 0.21098 41.77821782
(4, 8) 0.00505 0.21098 41.77821782
(4, 9) 0.00505 0.21098 41.77821782
(4, 10) 0.00505 0.21098 41.77821782
(4, 11) 0.00505 0.21098 41.77821782
(4, 12) 0.00505 0.21098 41.77821782
(5, 1) 0.0082 2.40782 293.6365854
(5, 2) 0.0082 2.40782 293.6365854
(5, 3) 0.0082 2.40782 293.6365854
(5, 4) 0.0082 2.40782 293.6365854
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8.4.5.4 Calculating the Load Point Failure Rate and Average Repair
Duration—CB3 is Closed Instantly (Rsw¼ 0h).

Frequency of interruptions at the load point

lload point ¼ lð1; 1Þþ lð2; 1Þþ lð3; 1Þþ lð4; 1Þþ lð5; 1Þ
¼ 2:006534 interruptions=year

Annual duration of interruptions to the load point

lrloadpoint ¼ lð1;1Þ�Rswþlð2;1Þ�Rswþlð3;1Þ�Rswþlrð4;1Þþlrð5;1Þ
¼1:9642�0þ 0:010802�0þ 0:018282�0:25þ 0:21098þ 2:40782
¼ 2:6233705h=year

TABLE 8.18. Summary of Zone Branch Calculations

Zone
Branch

Annual Outage
Rate (l) (outages/year)

Annual Outage
Duration (lr) (h/year)

Average Outage
Duration (r) (h/outage)

(1, 1) 1.9642 7.458212 3.797073618
(1, 2) 1.9642 7.458212 3.797073618
(2, 1) 0.010802 1.4411 133.4104795
(2, 2) 0.010802 1.4411 133.4104795
(2, 3) 0.008802 1.2411 141.002045
(3, 1) 0.018282 0.838985 45.89131386
(3, 3) 0.018282 0.838985 45.89131386
(3, 4) 0.018282 0.838985 45.89131386
(3, 6) 0.018282 0.838985 45.89131386
(4, 1) 0.00505 0.21098 41.77821782
(4, 2) 0.00505 0.21098 41.77821782
(4, 3) 0.00505 0.21098 41.77821782
(4, 4) 0.00505 0.21098 41.77821782
(4, 5) 0.00505 0.21098 41.77821782
(4, 6) 0.00505 0.21098 41.77821782
(4, 7) 0.00505 0.21098 41.77821782
(4, 8) 0.00505 0.21098 41.77821782
(4, 9) 0.00505 0.21098 41.77821782
(4, 10) 0.00505 0.21098 41.77821782
(4, 11) 0.00505 0.21098 41.77821782
(4, 12) 0.00505 0.21098 41.77821782
(5, 1) 0.0082 2.40782 293.6365854
(5, 2) 0.0082 2.40782 293.6365854
(5, 3) 0.0082 2.40782 293.6365854
(5, 4) 0.0082 2.40782 293.6365854
(5, 5) 0.0082 2.40782 293.6365854
(5, 6) 0.0082 2.40782 293.6365854
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Average duration of interruptions per failure to the load point

rload point ¼ lrload point=lload point

¼ 1:307413929 h=interruption
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Figure 8.20. Single-line diagram of substation Design “E”—switching activity is included.
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8.4.6 Case 6: Design “F”—Double Bus/Double Breaker Radial

This arrangement also has two utility feeds and each feeder is assumed to have the
capability to supply the whole network. The single-line diagram of substation design
“F”—double bus/double breaker radial is given in Fig. 8.21 and its zone branch diagram
is shown in Fig. 8.22.

There are many options for a reliable supply to the load point.

1. The load is primarily fed fromutility feeder no. 1 throughCB3, SGB3, andCB15.

2. In case of failure of feeder no. 1, CB3 is opened and the load point is supplied
from feeder no. 2 through CB9.
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Figure 8.21. Single-line diagram of substation Design “F”.
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3. CB4 to CB7 and CB10 to CB13 are normally open and are for future use, but they
can be used in the situationwhenutility feed no. 1, CB8 andCB9 fail. Then any set
of circuit breakers (e.g., CB4 andCB10) can be closed to supply power to the load.

8.4.6.1 Zone Branch Calculations—Switching Activity is not Included.
In this case, it has been assumed that circuit breakers CB8 and CB9 are not operated in
case of a fault. Following are the reliability calculations for load point (Table 8.19).

8.4.6.2 Calculating the Load Point Failure Rate and Average Repair
Duration—Design “F”—Switching Activity is not Included.

Frequency of interruptions at the load point
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Figure 8.22. Zone branch diagram of substation Design “F”.

lload point ¼ lð1; 1Þþ lð2; 1Þþ lð3; 1Þþ lð4; 1Þ
¼ 2:002334 interruptions=year
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Annual duration of interruptions to the load point

lrload point ¼ lrð1; 1Þþ lrð2; 1Þþ lrð3; 1Þþ lrð4; 1Þ
¼ 13:115677 h=year

Average duration of interruptions per failure to the load point

rload point ¼ lrload point=lload point

¼ 6:550194423 h=interruption

8.4.6.3 Zone Branch Calculations—Design “F”—Switching Activity is
Included. In this case, it has been assumed that circuit breakers CB8 and CB9 are
operated in case of a fault in or above CB1, CB1 is opened and CB8 is closed to supply
power from utility feed no. 2 to the load. In case of a fault above CB3, CB3 is opened and
CB9 is closed to supply power from utility feed no. 2 through SGB no. 2. The reliability
calculations are presented subsequently (Table 8.20 and Fig 8.23).

8.4.6.4 Calculating the Load Point Failure Rate and Average Repair
Duration—Design “F”—Switching Activity is Included.

Frequency of interruptions at the load point

lload point ¼ lð1; 1Þþ lð2; 1Þþ lð3; 1Þþ lð4; 1Þþ lð5; 1Þ
¼ 2:004334 interruptions=year

TABLE 8.19. Summary of Zone Branch Calculations

Zone
Branch

Annual Outage
Rate (l) (outages/year)

Annual Outage
Duration (lr) (h/year)

Average Outage
Duration (r) (h/outage)

(1, 1) 1.9642 7.458212 3.797073618
(1, 2) 1.9642 7.458212 3.797073618
(2, 1) 0.014802 1.8411 124.3818403
(2, 2) 0.014802 1.8411 124.3818403
(3, 1) 0.015132 1.408545 93.08386201
(3, 12) 0.015132 1.408545 93.08386201
(4, 1) 0.0082 2.40782 293.6365854
(4, 2) 0.0082 2.40782 293.6365854
(4, 3) 0.0082 2.40782 293.6365854
(4, 4) 0.0082 2.40782 293.6365854
(4, 5) 0.0082 2.40782 293.6365854
(4, 6) 0.0082 2.40782 293.6365854

234 ZONE BRANCH RELIABILITY METHODOLOGY



Annual duration of interruptions to the load point

lrload point ¼ lð1; 1Þ � Rswþ lrð2; 1Þþ lrð3; 1Þþ lrð4; 1Þ
¼ 4:016365 h=year

Average duration of interruptions per failure to the load point

rload point ¼ lrload point=lload point

¼ 2:003840178 h=interruption

8.4.7 Case 7: Design “G”—Double Bus/Double Breaker Loop

This arrangement is quite similar to case no. 6, but with the addition of disconnect
switches and a loop switch for switching purposes. It has twoutility feeds and each feeder
is assumed to have capability to supply the whole network. The single-line diagram of
substation design “G”—double bus/double breaker loop is shown in Fig. 8.24 and its
zone branch diagram is shown in Fig. 8.25.

There are many options for reliable supply to the load point.

1. Theloadisprimarilyfedfromutilityfeederno.1throughCB3,SGB3,DS1,andCB15.

2. In case of failure of feeder no. 1, CB3 is opened and the load point is supplied
from feeder no. 2 through CB9.

TABLE 8.20. Summary of Zone Branch Calculations

Zone
Branch

Annual Outage
Rate (l) (outages/year)

Annual Outage
Duration (lr) (h/year)

Average Outage
Duration (r) (h/outage)

(1, 1) 1.9642 7.458212 3.797073618
(1, 2) 1.9642 7.458212 3.797073618
(2, 1) 0.014802 1.8411 124.3818403
(2, 2) 0.014802 1.8411 124.3818403
(3, 1) 0.017132 1.608545 93.89125613
(3, 6) 0.017132 1.608545 93.89125613
(3, 7) 0.017132 1.608545 93.89125613
(3, 12) 0.017132 1.608545 93.89125613
(4, 1) 0.0082 2.40782 293.6365854
(4, 2) 0.0082 2.40782 293.6365854
(4, 3) 0.0082 2.40782 293.6365854
(4, 4) 0.0082 2.40782 293.6365854
(4, 5) 0.0082 2.40782 293.6365854
(4, 6) 0.0082 2.40782 293.6365854
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3. In case of a fault in the cable or failure of DS1, the load is fed from feeder no. 1
through loop switch.

4. CB4 to CB7 and CB10 to CB13 are for future extensions.

Utility
feeder 1

T1

CB1

CB5

1

3

C
B

12

C
B

1
3

CB4CB3 CB7CB6

C
B

9

C
B

1
0

C
B

11

CB17

T5T4T3

CB15 CB16 CB20

T8T7T6

CB18 CB19

T2

CB2

2

4

CB8

Load
point

Cable 1000 FT
(304.8 m)

Legend
T Transformer-
CB Circuit breaker-
SGB Switchgear bus number- i

Breaker closed direct path

Breaker closed

Breaker open

C
B

14

Cable 1000 FT
(304.8 m)

Utility
feeder 2

Figure 8.23. Single-line diagram of substation Design “F”—switching activity included.

8.4.7.1 Zone Branch Calculation—Switching Activity is not Included.
In this case, it has been assumed that normally open-circuit tiebreakers CB8 and
CB9 and loop switch are not operated in case of any fault (Table 8.21).
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Zone 1—Branch 1

lð1; 1Þ ¼ lsþ lT1þ 0:50� lCB1
¼ 1:956þ 0:0062þ 0:002
¼ 1:9642 outages=year

lrð1; 1Þ ¼ lsrsþ lT1rT1þ 0:50� lCB1rCB1
¼ 5:050392þ 2:20782þ 0:2
¼ 7:458212 h=year

rð1; 1Þ ¼ lrð1; 1Þ=lð1; 1Þ
¼ 3:797073618 h=outage
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Figure 8.24. Single-line diagram of substation Design “G”.
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Zone 1—Branch 2
lð1; 2Þ ¼ lsþ lT2þ 0:50� lCB2

¼ 1:956þ 0:0062þ 0:002
¼ 1:9642 outages=year

lrð1; 2Þ ¼ lsrsþ lT2 � rT2þ 0:50� lCB2 � rCB2
¼ 5:050392þ 2:20782þ 0:2
¼ 7:458212 h=year

rð1; 2Þ ¼ lrð1; 2Þ=lð1; 2Þ
¼ 3:797073618 h=outage

Zone 2—Branch 1

lð2; 1Þ ¼ 0:50lCB1þ lSGB1þ 0:50� flCB3þ lCB4þ lCB5þ lCB6þ lCB7þ lCB8g
¼ 0:002þ 0:000802þ 0:012

¼ 0:014802 outages=year

lrð2; 1Þ ¼ 0:50lCB1 � rCB1þ lSGB1 � rSGB1þ 0:50

�flCB3rCB3þ lCB4rCB4þ lCB5rCB5þ lCB6 � rCB6þ lCB7 � rCB7þ lCB8 � rCB8g
¼ 0:2þ 0:4411þ 1:2

¼ 1:8411 h=year

rð2; 1Þ ¼ lrð2; 1Þ=lð2; 1Þ
¼ 124:3818403 h=outage

Zone 2—Branch 1

lð2; 2Þ ¼ 0:50� lCB2þ lSGB2þ 0:50� flCB9þ lCB10þ lCB11þ lCB12þ lCB13þ lCB14g
¼ 0:002þ 0:000802þ 0:012

¼ 0:014802 outages=year

lrð2; 2Þ ¼ 0:50� lCB2 � rCB2þ lSGB2 � rSGB2þ 0:50

�flCB9 � rCB9þ lCB10 � rCB10þ lCB11 � rCB11þ lCB12 � rCB12

þ lCB13 � rCB13þ lCB14 � rCB14g
¼ 0:2þ 0:4411þ 1:2

¼ 1:8411 h=year

rð2; 2Þ ¼ lrð2; 1Þ=lð2; 1Þ
¼ 124:3818403 h=outage

Zone 3—Branch 1
lð3; 1Þ ¼ 0:50� lCB3þ lCþ 2lCTþ 0:50� lDS1

¼ 0:002þ 0:00613þ 0:0002þ 0:00305
0:01138 outages=year

lrð3; 1Þ ¼ 0:50� lCB3 � rCB3þ lCrCþ 2lCTrCTþ 0:50� lDS1 � rDS1
¼ 0:2þ 0:162445þ 0:005þ 0:01098
¼ 0:378425 h=year

rð3; 1Þ ¼ lrð3; 1Þ=lð3; 1Þ
¼ 33:25351494 h=outage
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Note: As circuit breakers CB4 through CB13 are assumed to be normally open so their reliability
has not been calculated.

Zone 3—Branch 12

lð3; 12Þ ¼ 0:50� lCB14þ lCþ 2lCTþ 0:50� lDS2
¼ 0:002þ 0:00613þ 0:0002þ 0:00305
¼ 0:01138 outages=year

lrð3; 12Þ ¼ 0:50� lCB14rCB14þ lC � rCþ 2lCT � rCTþ lDS2 � rDS2
¼ 0:2þ 0:162445þ 0:005þ 0:01098
¼ 0:378425 h=year

rð3; 12Þ ¼ lrð3; 12Þ=lð3; 12Þ
¼ 33:25351494 h=outage

Zone 4—Branch 1
lð4; 1Þ ¼ 0:50� lDS1þ lSGB3þ 0:50� flCB15þ lCB16þ lCB17g

¼ 0:00305þ 0:000802þ 0:006

¼ 0:009852 outages=year

lrð4; 1Þ ¼ 0:50� lDS1 � rDS1þ lSGB3 � rSGB3þ 0:50

�flCB15 � rCB15þ lCB16 � rCB16þ lCB17 � rCB17g
¼ 0:01098þ 0:4411þ 0:6

¼ 1:05208 h=year

rð4; 1Þ ¼ lrð4; 1Þ=lð4; 1Þ
¼ 106:7884693 h=outage

Zone 4—Branch 2
lð4; 2Þ ¼ 0:50� lDS2þ lSGB4þ 0:50� flCB18þ lCB19þ lCB20g

¼ 0:00305þ 0:000802þ 0:006

¼ 0:009852 outages=year

lrð4; 2Þ ¼ 0:50� lDS2 � rDS2þ lSGB4 � rSGB4þ 0:50

�flCB18 � rCB18þ lCB19 � rCB19þ lCB20 � rCB20g
¼ 0:01098þ 0:4411þ 0:6

¼ 1:05208 h=year

rð4; 2Þ ¼ lrð4; 2Þ=lð4; 2Þ
¼ 106:7884693 h=outage

Zone 5—Branch 1

lð5; 1Þ ¼ 0:50� lCB15þ lT3
¼ 0:002þ 0:0062
¼ 0:0082 outages=year

lrð5; 1Þ ¼ 0:50� lCB15 � rCB15þ lT3 � rT3
¼ 0:2þ 2:20782
¼ 2:40782 h=year

rð5; 1Þ ¼ lrð5; 1Þ=lð5; 1Þ
¼ 293:6365854 h=outage
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Zone 5—Branch 2
lð5; 2Þ ¼ 0:50� lCB16þ lT4

¼ 0:002þ 0:0062
¼ 0:0082 outages per year

lrð5; 2Þ ¼ 0:50� lCB16 � rCB16þ lT4 � rT4
¼ 0:2þ 2:20782
¼ 2:40782 hours per year

rð5; 2Þ ¼ lrð5; 2Þ=lð5; 2Þ
¼ 293:6365854 hours per outage

Zone 5—Branch 3

lð5; 3Þ ¼ 0:50� lCB17þ lT5
¼ 0:002þ 0:0062
¼ 0:0082 outages=year

lrð5; 3Þ ¼ 0:50� lCB17 � rCB17þ lT5 � rT5
¼ 0:2þ 2:20782
¼ 2:40782 h=year

rð5; 3Þ ¼ lrð5; 3Þ=lð5; 3Þ
¼ 293:6365854 h=outage

Zone 5—Branch 4

lð5; 4Þ ¼ 0:50� lCB18þ lT6
¼ 0:002þ 0:0062
¼ 0:0082 outages=year

lrð5; 4Þ ¼ 0:50� lCB18 � rCB18þ lT6 � rT6
¼ 0:2þ 2:20782
¼ 2:40782 h=year

rð5; 4Þ ¼ lrð5; 4Þ=lð5; 4Þ
¼ 293:6365854 h=outage

Zone 5—Branch 5

lð5; 5Þ ¼ 0:50� lCB19þ lT7
¼ 0:002þ 0:0062
¼ 0:0082 outages=year

lrð5; 5Þ ¼ 0:50� lCB19 � rCB19þ lT7 � rT7
¼ 0:2þ 2:20782
¼ 2:40782 h=year

rð5; 5Þ ¼ lrð5; 5Þ=lð5; 5Þ
¼ 293:6365854 h=outage

Zone 5—Branch 6
lð5; 6Þ ¼ 0:50� lCB20þ lT8

¼ 0:002þ 0:0062
¼ 0:0082 outages=year

lrð5; 6Þ ¼ 0:50� lCB20 � rCB20þ lT8 � rT8
¼ 0:2þ 2:20782
¼ 2:40782 h=year

rð5; 6Þ ¼ lrð5; 6Þ=lð5; 6Þ
¼ 293:6365854 h=outage
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8.4.7.2 Calculation of Load Point Failure Rate and Average Duration of
Interruptions—Switching Activity is not Included.
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Figure 8.25. Zone branch diagram of substation Design “G”.

Frequency of interruptions at the load point

lload point ¼ lð1; 1Þþ lð2; 1Þþ lð3; 1Þþ lð4; 1Þþ lð5; 1Þ
¼ 1:998582 interruptions=year

Annual duration of interruptions to the load point

lrload point ¼ lrð1; 1Þþ lrð2; 1Þþ lrð3; 1Þþ lrð4; 1Þþ lð5; 1Þ
¼ 12:085557 h=year

Average duration of interruptions per failure to the load point

rload point ¼ lrload point=lload point

¼ 6:04706587 h=interruption
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TABLE 8.21. Summary of Zone Branch Calculations

Zone
Branch

Annual Outage
Rate (l) (outages/year)

Annual Outage
Duration (lr) (h/year)

Average Outage
Duration (r) (h/outage)

(1, 1) 1.9642 7.458212 3.797073618
(1, 2) 1.9642 7.458212 3.797073618
(2, 1) 0.014802 1.8411 124.3818403
(2, 2) 0.014802 1.8411 124.3818403
(3, 1) 0.01138 0.378425 33.25351494
(3, 12) 0.01138 0.378425 33.25351494
(4, 1) 0.009852 1.05208 106.7884693
(4, 2) 0.009852 1.05208 106.7884693
(5, 1) 0.0082 2.40782 293.6365854
(5, 2) 0.0082 2.40782 293.6365854
(5, 3) 0.0082 2.40782 293.6365854
(5, 4) 0.0082 2.40782 293.6365854
(5, 5) 0.0082 2.40782 293.6365854
(5, 6) 0.0082 2.40782 293.6365854

8.4.7.3 Zone Branch Calculation—When Switching Activities are
Included. In case of a fault aboveCB3,CB3 is opened andCB9 is closed to supply power
fromutilityfeedno.2throughSGBno.2.IncaseofafaultaboveSGB3,theloadisfedthrough
loopswitch. It is assumed that the loopswitch canbeoperatedwithin15min (Table8.22and
Fig. 8.26).

8.4.7.4 Calculation of Load Point Failure Rate and Average Duration of
Interruptions—When Switching Activities are Included.

Frequency of interruptions at the load point

lload point ¼ lð1; 1Þþ lð2; 1Þþ lð3; 1Þþ lð4; 1Þþ lð5; 1Þ
¼ 2:016534 interruptions=year

Annual duration of interruptions to the load point

lrload point ¼ lð1; 1Þ � Rswþ lð2; 1ÞRswþ lð3; 1ÞRswþ lrð4; 1Þ lrð5; 1Þ
¼ 3:485205 h=year

Average duration of interruptions per failure to the load point

rload point ¼ lrload point=lload point

¼ 1:728314524 h=interruption

8.4.8 Case 8: Design “H”—Double Bus/Breaker Primary Selective

Half of the portion of this configuration is similar to the case no. 7. It has two utility feeds
and each feeder is assumed to have the capability to supply the whole network. The
single-line diagram of substation design “H”—double bus/breaker primary selective is
provided in Fig. 8.27 and its zone branch diagram in Fig. 8.28.
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The following are the ways the load can be fed:

1. The load is primarily fed fromutility feeder no. 1 throughCB3, SGB3, andCB17.

2. In case of a failure of feeder no. 1, CB3 is opened and load point is supplied from
feeder no. 2 through CB9.

3. In case of a fault in cable, SGB3 or failure of CB3 and CB9, the load is fed from
feeder no. 2 through CB23.

4. CB4 toCB7, CB10 toCB13, CB15 toCB18, andCB23 toCB26 are for future use
but these can be used to restore supply to the load point. For example, if CB1,
CB8, and CB9 are out of order then by closing any set of circuit breakers (e.g.,
CB4 and CB10), the load can be fed through CB3.

8.4.8.1 Zone Branch Calculations—Switching Activity is Not Included.
In this case, it has been assumed that normally open circuit breakers CB8, CB9, and
CB23 are not operated in case of a fault (Table 8.23).

8.4.8.2 Calculation of Load Point Failure Rate and Average Duration of
Interruptions—Switching Activity is not Included.

Frequency of interruptions at the load point

lload point ¼ lð1; 1Þþ lð2; 1Þþ lð3; 1Þþ lð4; 1Þþ lð5; 1Þ
¼ 2:012334 interruptions=year

TABLE 8.22. Summary of Zone Branch Calculations

Zone
Branch

Annual Outage
Rate (l) (outages/year)

Annual Outage
Duration (lr) (h/year)

Average Outage
Duration (r) (h/outage)

(1, 1) 1.9642 7.458212 3.797073618
(1, 2) 1.9642 7.458212 3.797073618
(2, 1) 0.014802 1.8411 124.3818403
(2, 2) 0.014802 1.8411 124.3818403
(3, 1) 0.01338 0.578425 43.23056801
(3, 6) 0.01338 0.578425 43.23056801
(3, 7) 0.01338 0.578425 43.23056801
(3, 12) 0.01338 0.578425 43.23056801
(4, 1) 0.015952 1.07404 67.32948847
(4, 2) 0.015952 1.07404 67.32948847
(4, 3) 0.015952 1.07404 67.32948847
(5, 1) 0.0082 2.40782 293.6365854
(5, 2) 0.0082 2.40782 293.6365854
(5, 3) 0.0082 2.40782 293.6365854
(5, 4) 0.0082 2.40782 293.6365854
(5, 5) 0.0082 2.40782 293.6365854
(5, 6) 0.0082 2.40782 293.6365854
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Annual duration of interruptions to the load point

lrload point ¼ lrð1; 1Þþ lrð2; 1Þþ lrð3; 1Þþ lrð4; 1Þþ lrð5; 1Þ
¼ 14:115677 h=year
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Figure 8.26. Single-line diagram of substation Design “G”—switching activity included.

Average duration of interruptions per failure to the load point

rload point ¼ lrload point=lload point

¼ 7:014579588 h=interruption
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8.4.8.3 Zone Branch Calculations—When Switching Activities are In-
cluded. In case of a fault above CB3, CB3 is opened and CB9 is closed to supply
power from utility feed no. 2 through SGB no. 2. In case of a fault in or above
SGB3, the load is fed from feed no. 2 by closing CB23. It is assumed that the circuit
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Figure 8.27. Single-line diagram of substation Design “H”
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Figure 8.28. Zone branch diagram of substation Design “H”

TABLE 8.23. Summary of Zone Branch Calculations

Zone
Branch

Annual Outage
Rate (l) (outages/year)

Annual Outage
Duration (lr) (h/year)

Average Outage
Duration (r) (h/outage)

(1, 1) 1.9642 7.458212 3.797073618
(1, 2) 1.9642 7.458212 3.797073618
(2, 1) 0.014802 1.8411 124.3818403
(2, 2) 0.014802 1.8411 124.3818403
(3, 1) 0.021132 2.008545 95.04755821
(3, 2) 0.021132 2.008545 95.04755821
(4, 1) 0.004 0.4 100
(4, 2) 0.004 0.4 100
(5, 1) 0.0082 2.40782 293.6365854
(5, 2) 0.0082 2.40782 293.6365854
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breakers can be operated within a negligible period of time (Rsw¼ 0 for circuit
breakers) (Table 8.24 and Fig. 8.29).

Zone 1—Branch 1

lð1; 1Þ ¼ lsþ lT1þ 0:50� lCB1
¼ 1:956þ 0:0062þ 0:002
¼ 1:9642 outages=year

lrð1; 1Þ ¼ ls � rsþ lT1 � rT1þ 0:50� lCB1 � rCB1
¼ 5:050392þ 2:20782þ 0:2
¼ 7:458212 h=year

rð1; 1Þ ¼ lrð1; 1Þ=lð1; 1Þ
¼ 3:797073618 h=outage

Zone 1—Branch 2

lð1; 2Þ ¼ lsþ lT2þ 0:50� lCB2
¼ 1:956þ 0:0062þ 0:002
¼ 1:9642 outages=year

lrð1; 2Þ ¼ ls � rsþ lT2 � rT2þ 0:50� lCB2 � rCB2
¼ 5:050392þ 2:20782þ 0:2
¼ 7:458212 h=year

rð1; 2Þ ¼ lrð1; 2Þ=lð1; 2Þ
¼ 3:797073618 h=outage

Zone 2—Branch 1
lð2; 1Þ ¼ 0:50� lCB1þ lSGB1þ 0:50� flCB3þ lCB4þ lCB5þ lCB6þ lCB7þ lCB8g

¼ 1:956þ 0:0062þ 0:002

¼ 1:9642 outages=year

TABLE 8.24. Summary of Zone Branch Calculations

Zone
Branch

Annual Outage
Rate (l) (outages/year)

Annual Outage
Duration (lr) (h/year)

Average Outage
Duration (r) (h/outage)

(1, 1) 1.9642 7.458212 3.797073618
(1, 2) 1.9642 7.458212 3.797073618
(2, 1) 0.014802 1.8411 124.3818403
(2, 2) 0.014802 1.8411 124.3818403
(3, 1) 0.023132 2.208545 95.47574788
(3, 6) 0.023132 2.208545 95.47574788
(3, 7) 0.023132 2.208545 95.47574788
(3, 12) 0.023132 2.208545 95.47574788
(4, 1) 0.006 0.6 100
(4, 2) 0.006 0.6 100
(5, 1) 0.0082 2.40782 293.6365854
(5, 2) 0.0082 2.40782 293.6365854
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lrð2; 1Þ ¼ 0:50� lCB1 � rCB1þ lSGB1 � rSGB1þ 0:50flCB3 � rCB3þ lCB4 � rCB4þ lCB5

�rCB5þ lCB6 � rCB6þ lCB7 � rCB7þ lCB8 � rCB8g
¼ 5:050392þ 2:20782þ 0:2

¼ 7:458212 h=year

rð2; 1Þ ¼ lrð2; 1Þ=lð2; 1Þ
¼ 3:797073618 h=outage

Zone 2—Branch 2
lð2; 2Þ ¼ 0:50� lCB2þ lSGB2þ 0:50� flCB9þ lCB10þ lCB11þ lCB12þ lCB13þ lCB14g

¼ 1:956þ 0:0062þ 0:002

¼ 1:9642 outages=year

lrð2; 2Þ ¼ 0:50� lCB2 � rCB2þ lSGB2 � rSGB2þ 0:50� flCB9 � rCB9þ lCB10
�rCB10þ lCB11 � rCB11þ lCB12 � rCB12þ lCB13 � rCB13þ lCB14 � rCB14g
¼ 5:050392þ 2:20782þ 0:2

¼ 7:458212 h=year

rð2; 2Þ ¼ lrð2; 2Þ=lð2; 2Þ
¼ 3:797073618 h=outage

Zone 3—Branch 1

lð3; 1Þ ¼ 0:50� flCB3þ lCB9gþ lCþ 2lCTþ lSGB3þ 0:50� flCB15 to lCB20g
¼ 0:004þ 0:00613þ 0:0002þ 0:000802þ 0:012

¼ 0:023132 outages=year

lrð3; 1Þ ¼ 0:50� flCB3 � rCB3þ lCB9 � rCB9gþ lC � rCþ 2lCT � rCTþ lSGB3 � rSGB3

þ 0:50� flCB17 � rCB17 to lCB17 � rCB17g
¼ 0:4þ 0:162445þ 0:005þ 0:4411þ 1:2

¼ 2:208545 h=year

rð3; 1Þ ¼ lrð3; 1Þ=lð3; 1Þ
¼ 95:47574788 h=outage

Note: Since circuit breakersCB4 throughCB7 andCB10 throughCB13 are assumed to be normally
open, there zone branch calculations have not been done.

Zone 3—Branch 6
lð3; 6Þ ¼ 0:50� flCB8þ lCB14gþ lCþ 2lCTþ lSGB4þ 0:50� flCB21 to lCB26g

¼ 0:004þ 0:00613þ 0:0002þ 0:000802þ 0:012

¼ 0:023132 outages=year
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lrð3; 6Þ ¼ 0:50� flCB3 � rCB3þ lCB14 � rCB14gþ lC � rC

þ 2lCT � rCTþ lSGB4 � rSGB4þ 0:50� flCB21 to lCB26g

¼ 0:4þ 0:162445þ 0:005þ 0:4411þ 1:2

¼ 2:208545 h=year

rð3; 6Þ ¼ lrð3; 6Þ=lð3; 6Þ

¼ 95:47574788 h=outage

Zone 3—Branch 7
lð3; 7Þ ¼ 0:50� flCB3þ lCB9gþ lCþ 2lCTþ lSGB3þ 0:50� flCB15 to lCB20g

¼ 0:004þ 0:00613þ 0:0002þ 0:000802þ 0:012

¼ 0:023132 outages=year

lrð3; 7Þ ¼ 0:50� flCB3 � rCB3þ lCB9 � rCB9gþ lC � rCþ 2lCT � rCTþ lSGB3

�rSGB3þ 0:50� flCB17 � rCB17 to lCB17 � rCB17g
¼ 0:4þ 0:162445þ 0:005þ 0:4411þ 1:2

¼ 2:208545 h=year

rð3; 7Þ ¼ lrð3; 7Þ=lð3; 7Þ
¼ 95:47574788 h=outage

Zone 3—Branch 12

lð3; 12Þ ¼ 0:50flCB8þ lCB14gþ lCþ 2lCTþ lSGB4þ 0:50flCB21 to lCB26g
¼ 0:004þ 0:00613þ 0:0002þ 0:000802þ 0:012
¼ 0:023132 outages=year

lrð3; 12Þ ¼ 0:50� flCB3 � rCB3þ lCB14 � rCB14gþ lC � rCþ 2lCT � rCTþ lSGB4 � rSGB4

þ 0:50� flCB21 � rCB21 to lCB26 � rCB26g
¼ 0:4þ 0:162445þ 0:005þ 0:4411þ 1:2

¼ 2:208545 h=year

rð3; 12Þ ¼ lrð3; 12Þ=lð3; 12Þ
¼ 95:47574788 h=outage

Zone 4—Branch 1

lð4; 1Þ ¼ 0:50� flCB17þ lCB23þ lCB27g
¼ 0:006 outages=year

lrð4; 1Þ ¼ 0:50� flCB17 � rCB17þ lCB23 � rCB23þ lCB27 � rCB27g
¼ 0:6 h=year

rð4; 1Þ ¼ lrð4; 1Þ=lð4; 1Þ
¼ 100 h=outage

APPL ICAT ION OF ZONE BRANCH METHODOLOGY: CASE STUDIES 249



Zone 4—Branch 2

lð4; 2Þ ¼ 0:50� flCB24þ lCB18þ lCB28g
¼ 0:006 outages=year

lrð4; 2Þ ¼ 0:50� flCB24 � rCB24þ lCB18 � rCB18þ lCB28 � rCB28g
¼ 0:6 h=year

rð4; 2Þ ¼ lrð4; 2Þ=lð4; 2Þ
¼ 100 h=outage

Zone 5—Branch 1

lð5; 1Þ ¼ 0:50� lCB27þ lT3
¼ 0:002þ 0:0062
¼ 0:0082 outages=year

lrð5; 1Þ ¼ 0:50� lCB27 � rCB27þ lT3 � rT3
¼ 0:2þ 2:20782
¼ 2:40782 h=year

rð5; 1Þ ¼ lrð5; 1Þ=lð5; 1Þ
¼ 293:6365854 h=outage

Zone 5—Branch 2

lð5; 2Þ ¼ 0:50� lCB28þ lT4
¼ 0:002þ 0:0062
¼ 0:0082 outages=year

lrð5; 2Þ ¼ 0:50� lCB28 � rCB28þ lT4 � rT4
¼ 0:2þ 2:20782
¼ 2:40782 h=year

rð5; 2Þ ¼ lrð5; 2Þ=lð5; 2Þ
¼ 293:6365854 h=outage

8.4.8.4 Calculation of Load Point Failure Rate and Average Duration
of Interruptions—When Switching Activities are Included.

Frequency of interruptions at the load point

lload point ¼ lð1; 1Þþ lð2; 1Þþ lð3; 1Þþ lð4; 1Þþ lð5; 1Þ
¼ 2:016334 interruptions=year

Annual duration of interruptions to the load point

lrload point ¼ lrð1; 1Þ � Rswþ lð2; 1Þ � Rswþ lð3; 1Þ � Rswþ lrð4; 1Þþ lrð5; 1Þ
¼ 3:00782 h=year

Average duration of interruptions per failure to the load point

rload point ¼ lrload point=lload point

¼ 1:491727065 h=interruption
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8.5 CONCLUSIONS

This chapter has presented a zone branch methodology that can readily identify
potential faulty protection schemes involving all the components of an industrial
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Figure 8.29. Single-line diagram of substation Design “H”—switching activity included.
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power system and can also evaluate load point reliability indices (i.e., the frequency
and the duration of load point interruptions). The primary advantage of this
methodology over other methodologies is that it can be applied to very large
industrial power systems as illustrated in the chapter and can easily be computerized
on any spreadsheet program (e.g., Excel). The methodology also provides a visual
picture (i.e., zone branch single-line diagram) of an industrial power system
configuration and can be used to optimize the switching and isolation procedures
to minimize the impact of power system interruptions on the industrial processes.
Equipment reliability data required for the zone branch methodology can be
obtained from the IEEE Gold Book.
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9

EQUIPMENT OUTAGE
STATISTICS

9.1 INTRODUCTION

The distribution system is an important part of the total electric supply system, as it
provides the final link between a utility’s bulk transmission system and its ultimate
customers. It has been reported in many technical publications that 80% of all customer
interruptions occur due to failures in the distribution systems. Historical assessment
generally analyzes discrete interruption events occurring at specific locations over
specific time periods. Predictive assessment determines the long-term behavior
of systems by combining component failure rates and the duration of repair, restoration,
switching, and isolation activities of the electric utility’s distribution system for given
system configurations to calculate average reliability performance indices. Accurate
component outage data are therefore the key to distribution system predictive perfor-
mance analysis. In addition to the physical configuration of the distribution network, the
reliability characteristics of system components, the operation of protection equipment,
and the availability of alternative supplies with adequate capacity also have a significant
impact on service reliability.

All quantitative reliability assessments require numerical data. This chapter deals
with the types of data needed for predictive reliability assessments of distribution
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systems. Distribution system reliability assessment can be divided into two basic
segments: measuring past performance and predicting future performance. The histori-
cal data are very useful when analyzed to ascertain what went wrong in the past and
correct it, and they are also useful as input to predict future service reliability. Data are
valuable for assessing past performance of components and systems because they
identify the chronological changes in performance and therefore help determine weak
areas needing reinforcements or network modifications. In addition, past performance
yields reliability indices that serve as a guide for acceptable values in future system
reliability assessments and enables previous predictions to be compared with actual
operating experience.

The historical assessment procedure, therefore, looks back at the past behavior of the
distribution system. The predictive procedure looks forward at future system behavior.
To perform predictive assessment, it is necessary to transform past experience into the
required future prediction. Collection and reporting of distribution equipment data is
therefore invaluable as it forms the input to relevant reliability models, techniques, and
equations that estimate the future performance of the system, the benefits of alternative
system designs, reinforcements and expansion plans, the effects of alternative opera-
tional andmaintenance policies, and the related reliability cost/benefit of the alternatives
being investigated. This chapter recommends outage statistics for different distribution
system equipment for use in predictive reliability planning.

9.2 INTERRUPTION DATA COLLECTION SCHEME

To perform reliability and many other kinds of analysis on equipment, a lot of data are
required. The quality of the analysis depends, among other things, on the amount of
data available. The more the data, the more accurate and representative the findings
and conclusions; for example, failure rate determined from 10 years’ operating
experience on 5 units is not as accurate as that from 50 years’ operating experience
on 100 units.

The amount of data collected by a single utility or manufacturer is limited. If data
fromother sources can be pooled together, the amount of datawill increasemanifold. The
result is beneficial to all participants.

This can be done by linking the databases of various sources together. There are
technical problems to be solved, of course, such as security, protocol, compatibility, and
so on; however, there is none that cannot be solved by data processing specialists. Such
activities have started in some areas on some kinds of data andwill gain pace and support
in future. The ultimate goal, of course, is to have a nationwide or continent-wide data
bank.

Among the equipment data that receive priority on data pooling are those on failures
of generators, transformers, power lines, cables, and so on, as a result of some of the
research activities in organizations such as Canadian Electricity Association (CEA) and
Edison Electric Institute. The first step, of course, is to establish a corporate data bank.
This has been in progress for some time in many North American utilities.
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While system disturbances originating in generation and transmission segments,
such as the Blackout of August 14, 2003, draw national attention and scrutiny, localized
service interruptions at the distribution level are the primary concern to the end-use
customers. Benchmarking of distribution reliability performance has become a com-
mon practice in the electric utility industry over the past several years, even though it is
often difficult to make a meaningful comparison between reliability performances of
disparate utilities. This is due to the differences in data collection methods employed,
differences in system design and operation, and differences in the environments
associated with each individual utility. It has been recognized that to arrive at
meaningful conclusions, consistent interruption event data and categorization of that
data are desirable. IEEE Standard 1366-2003 has defined a methodology that, if used,
will provide a common way to segment data, thereby eliminating many hurdles to
benchmarking.

This chapter presents recommendations for a uniform approach to outage data
collection and analysis for comparison of utility reliability performance based on a
high-level categorization of interruption related data. The basic objective is to define a
minimum set of data collection categories required for benchmarking purposes and to
give consistency to those categories. The approach presented in this chapter is based on
approaches to data categorization contained in CEA’s Annual Service Continuity
Report. However, it is worth noting that when performing a comparison of reliability
statistics between utilities, the differences between the collectionmethods, the locations,
the differences in system design, and operating and maintenance policies can make a
huge impact on the calculated statistics.

Among different utilities, the outage data collection methods can differ in terms of
the differences in the interruption data collection systems (ranging from manually
entered paper systems to completely automated computer-based systems), the ability
to collect interruption data from the system (ranging from the substation level down to
the customer service drop), the use or nonuse of step restoration when collecting
interruption data, the determination of the start time, the definition of sustained
interruption (ranging from >1 to >5min), the definition of a customer (account, meter,
premise, etc.), and interruption delineations (forced interruptions, scheduled inter-
ruptions, major events, etc.). Localization of systems by location such as system
characterization (rural, suburban, and urban) and climatic information (hot, cold, wet,
dry, lightning, etc.) is important. In addition, classification of distribution systems by
system design characteristics such as system layout (radial, loop, two-transformer
station, etc.) and system placement (underground, overhead, etc.) makes a significant
impact on system reliability performance.

This chapter presents a minimal set of data and a consistent categorization structure
necessary for ameaningful comparison of distribution system performance. Included are
categories for system characterization, interruption causes, responsible systems, con-
ditions, voltages, devices, device initiation, and restorations.

A utility system is usually characterized into three categories, namely, rural,
suburban, and urban systems, based on some arbitrary target value of customer density
per mile. Seven general interruptions cause categories that are suggested for data
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collection purposes. These are intentionally broad categories that will make possible
more precise benchmark comparisons between different distribution utilities. There are
numerous categories that could be chosen, but with the goal of uniformity for comparison
purposes, the following seven broad categories can be used for data collection:

SERVICE INTERRUPTION REPORT

AREA ENGINEERING TECHNICIAN

District Name REGION OFFICE USE ONLY

REPORT
SEQUENCE NO.

LOAD DISPATCH
OFFICE

REPORT NO. DISTRICT NO. OUTAGE
OCCURRED

yr mo d

FAULT LOCATION
FAULT OCCURRED AT (COMPLETE ONE SECTION ONLY)

1
Station No.

2
or Line No.

3
or Feeder No.

FAULT LOCATION DETAIL
Pole No., Sec. Twp. Rge., Transformer Code, Address, etc:

OCCURRED IN
District No. 

PROTECTION EQUIPMENT ACTIVATED (MARK “X” IN APPLICABLE BOX)
AT OTHERAT STATION

HV

FUSE

LV

FUSE
OCR/
BKR

STATION NO. Transf.

Fuse

Line

Fuse

Line

OCR

Line
Section-

alizer

STREET ADDRESS
POLE NO.

SEC. — TWP. — RGE. 

VOLTAGE AT WHICH 
FAULT OCCURRED

115 kV

 66 kV

 33 kV
 24 kV

2.4–14.4 kV Distribution

Not Exceeding 750 V

Other, specify

3.
4.

5.
6.

7.

8.
9.

CALL OUT
NOTIFIED

ARRIVED

h m

h m

WORK COMPLETED

mh

230 kV
138 kV

1.

2.

Overhead

Underground

1.

2.

DISTRIBUTION 
TYPE

OUTAGE CODE LEGEND:

for Hydro

for Other

01
02

SCHEDULED

TREE CONTACT
Poor Clearance

Falling Trees

10
11

Other12
DEFECTIVE 
EQUIPMENT

Arrester

Connector

20
21

Conductor22
Cut-out or disconect

Farm Thermal

23
24

Insulator25
Diesel Generator

Transformer

26
27

Pole28
Cross Arm29

HUMAN 
ELEMENT

Incorrect

Installation

60

Incorrect 

Protection 
Setting

61

Switching Error62
Commissioning
Error

63

Incorrect Use of 

Hydro Equipment 
(incl. vehicle & 

rental)

64

ADVERSE WEATHER

Lightning

Wind Exceeding 

80 km/h

40
41

Icing42
Freezing Fog, Frost

Temp. Exceeding 

-30°C or 30°C

43
44

Other45

Fire50
Floor51

FOREIGN 
INTERFERENCE
Agricultural Equipment

Construction Equipment
(Not Hydro or Hydro 

Rental)

10
71

Vehicle (Not Hydro 
or Hydro Rental

72

Wildlife

Other

73
74

UNKNOWN / 

OTHER
90

Load Shedding80ADVERSE ENVIRONMENT

Hardware

OCR

31
32

Capacitor

Other

34
35

Regulator

30 Pothead

33
Humidity

Corrosion

53
54

Vibration

Other

56
57

Salty Spray

52 Industrial 
Contamination

55

Overload66

65 Deliberate Damage 

or Sabaotage

Other66

Line Fault81
Station Fault82

REGION OFFICE USE ONLY

NOTE: Enter applicable numbering 

codes(s) from OUTAGE CODE LEGEND
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Figure 9.1. A typical service interruption event collection scheme.
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1. Scheduled

2. Tree contact

3. Defective equipment

4. Adverse weather

5. Adverse environment

6. Human element

7. Foreign interference

The Service Interruption Report (SIR) identifies many subcategories as shown in
Fig. 9.1. The SIR is primarily based on the CEAoutage system. The suggested categories
do not prevent a utility from collecting more detailed data. However, the data collected
should be able to be classified into one of the seven categories recommended. The SIR
shown in Fig. 9.1 describes the types of interruptions that should be put into each
category.

With the advent of high-speed digital computing systems, outage data collection and
analysis became easier. The purpose of the SIR system is twofold: to record the
interruption data as an indication of customer service performance and to trace the
causes and record other selected events such as equipment damage so that a utility can
improve its operation. For the first purpose, the basic data required are time of outage,
place, number of customers affected, and cause. For the second purpose, a utility should
record the voltage, equipment damaged, protective device activated, and related activi-
ties such as pole fires and icing conditions. A lot of effort is spent on filling out the SIR
form, so a utility might as well get the most use out of it by getting all the pertinent
information. A representative copy of SIR is shown in Fig. 9.1.

There will be errors in filling out the service interruption reports in the field. This
kind of error can be minimized if the district operators who fill out the forms are given
sufficient instructions and training. With a self-explanatory form and the accompanying
computer system, a lot of information can be collected that is useful not only in producing
an annual reliability index but also in designing, planning, and other decision making.
The whole effort will then be worthwhile.

9.3 TYPICAL DISTRIBUTION EQUIPMENT OUTAGE STATISTICS

Future performance assessment of distribution systems requires realistic distribution
equipment data that include relevant failure rates and restoration times. In this section,
industry operating experience-based outage statistics for different distribution equip-
ment are presented.

The urban areas with high-density commercial, industrial, residential, government,
and institutional loads are serviced by a number of meshed distribution supply systems
such as primary selective systems, primary loop systems, and secondary grid networks.
However, the sparsely populated rural service areas with a mix of commercial and
residential customers are normally serviced by overhead radial distribution systems.
There are many technical publications that detail the different urban area distribution
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systems and provide reliability comparisons of the schemes. To familiarize the reader
with salient design features of urban distribution supply schemes, each design is briefly
described in the following.

The primary selective system is frequently used by many utilities to supply
concentrated commercial and industrial loads. In this primary selective system, each
transformer is supplied from two independent primary feeders through a normally open
and a normally closed switch to enable primary feeder selection. The transformer is
normally supplied from the preferred feeder through the normally closed switch. Upon
interruption of voltage on the preferred feeder, the normally closed switch is opened and
the normally open switch is closed, thereby transferring the power supply to the standby
feeder. The feeder switchover could be made through either manual or automatic
operation of the switches. For some large transformer locations, application of primary
circuit breakers instead of the switches may be desirable. The automatic primary
selective system results in only a momentary supply cessation during system faults on
the primary feeders. Themanually operated primary selective system, however, results in
a permanent outage during faults on the primary feeders, where the time of the outage is
equal to the time required to perform the switching operation.

The primary loop system is generally used for underground residential distribution;
however, it is also used by many utilities for serving commercial and industrial loads. In
the primary loop system, each transformer is looped into the primary circuit through two
normally closed fuses. One of the transformer primary cables located approximately in
the middle of the loop is left in normally open position, which allows for each side of the
open loop to be supplied separately. The two sides of the loop are typically supplied from
the same circuit.

For urban areas, where higher capacity feeders are used, branch loops known as
subloops are often used. Twoends of the subloop can be serviced from two separate nodes
on themain loop through fuseddisconnects. The substationbreaker clears a fault on either
side of themain loop, while its fuse clears a fault on the subloop. The faulty section of the
loop or subloop is then located and isolated by opening switches, cutouts, underground
cable elbows, jumpers, and so on at both ends. The normally open point in the loop is then
closed and the isolated faulty section of the loop becomes the open point, until the faulted
section is repaired. The primary loop system results in an outage during each system fault,
the duration of the outage being equal to the time required to locate the faulty section and
perform necessary switching operations to isolate the faulted section.

The secondary grid network system provides the highest level of reliability and
operating flexibility. This typeofnetwork system isusuallyused indowntowncommercial
districts ofmostNorthAmericanmajormetropolitan areas. In the secondary grid network
system, several primary feeders simultaneously supply the network grid through a number
of transformers connected in parallel. The number, sizes, locations, and supply feeders for
the grid transformers are selected so that power supply continuity to all customers can be
maintained without equipment overloading during a fault on any one of the feeders or
transformers. Each transformer is connected to the secondary grid through a network
protector, a low-voltage circuit breaker equipped with automatic controls and reverse
power protection. Each section of the secondary grid comprises two ormore underground
cable circuits in parallel, each cable circuit being protected at both ends by cable limiters.
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Due to the multiplicity of equipment, the customers supplied from the network grid
do not experience an interruption during a planned or forced outage on a primary feeder,
network transformer, or secondary grid cables. Faults on primary feeders are cleared by
opening of the primary feeder breaker and network protectors on all of the transformers
supplied from that feeder. Secondary network conductors use an electrical connector
with a reduced and fusible midsection called a limiter. This time–current fusing
characteristic is predetermined so that fusing will coordinate with the time–current
insulation damage characteristics of the individual cable. These limiters normally clear
secondary network faults. There have been some faults reported as burn free without
limiter interruption; however, these occurrences are exceptional. In this way, the power
supply to the customers is maintained under most fault conditions.

Because of design differences, the restoration times for failures are much shorter in
urban networks compared to those in rural systems. In this chapter, different equipment
outage statistics for rural and urban supply systems are proposed owing to the inherent
significant design differences between urban and rural areas and the long distances with
higher exposure problems in rural and sparsely populated areas.

Tables 9.1–9.10 present a summary of average failure and repair statistics for
different distribution system equipment, which have been synthesized and derived from

TABLE 9.1. Distribution Feeder Average Failure Rate Statistics—Urban Locations

Construction
Type

Failure Rate (failures/mile year)

Equipment 1-F 2-F 3-F

O/H line Crossarm 0.03 0.06 0.09
O/H line Armless 0.03 0.06 0.09
O/H line Spacer cable 0.03 0.06 0.09
Direct buried
cable

XLPE—lateral 0.02 0.03 0.035

XLPE—
three-phase
feeder

0.02 0.03 0.035

Direct buried
cable

TRXLPE—
lateral

0.013 0.023 0.028

TRXLPE—
three-phase
feeder

0.013 0.023 0.028

Cable in duct XLPE—lateral 0.02 0.03 0.035
XLPE—
three-phase
feeder

0.02 0.03 0.035

Cable in duct TRXLPE—
lateral

0.013 0.023 0.028

TRXLPE—
three-phase
feeder

0.013 0.023 0.028
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TABLE 9.2. Distribution Feeder Average Repair Duration Statistics—Urban Locations

Construction Type

Repair Activity
Times (h)

Total Repair
Activity Time (h)

Repair

1-F 2-F 3-FEquipment Callout Isolation 1-F 2-F 3-F

O/H line Crossarm 1.0 0.5 1.5 2.0 2.5 3.0 3.5 4.0
O/H line Armless 1.0 0.5 1.5 2.0 2.5 3.0 3.5 4.0
O/H line Spacer cable 1.0 1.0 2.5 3.0 3.5 4.5 5.0 5.5
Direct buried cable XLPE—lateral 1.0 2.0 7.0 7.5 8.0 10.0 10.5 11.0

XLPE—
three-phase
feeder

1.0 2.0 10.0 12.0 15.0 13.0 15.0 18.0

Direct buried cable TRXLPE—
lateral

1.0 2.0 7.0 7.5 8.0 10.0 10.5 11.0

TRXLPE—
three-phase
feeder

1.0 2.0 10.0 12.0 15.0 13.0 15.0 18.0

Cable in duct XLPE—lateral 1.0 2.0 8.0 10.0 12.0 11.0 13.0 15.0
XLPE—
three-phase
feeder

1.0 2.0 21.0 21.0 21.0 24.0 24.0 24.0

Cable in duct TRXLPE—lateral 1.0 2.0 8.0 10.0 12.0 11.0 13.0 15.0
TRXLPE—
three-phase feeder

1.0 2.0 21.0 21.0 21.0 24.0 24.0 24.0

TABLE 9.3. Distribution Feeder Average Failure Rate Statistics—Rural Locations

Equipment Construction Type

Failure Rate (failures/mile year)

1-F 2-F 3-F

O/H line Crossarm 0.05 0.10 0.13
O/H line Armless 0.05 0.10 0.13
Direct buried cable XLPE—lateral 0.025 0.035 0.040

XLPE—
three-phase
feeder

0.025 0.035 0.040

Direct buried cable TRXLPE—
lateral

0.018 0.027 0.035

TRXLPE—
three-phase
feeder

0.018 0.027 0.035

Cable in duct XLPE—lateral 0.025 0.035 0.040
XLPE—
three-phase
feeder

0.025 0.035 0.040

Cable in duct TRXLPE—lateral 0.018 0.028 0.035
TRXLPE—
three-phase
feeder

0.018 0.028 0.035
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TABLE 9.4. Distribution Feeder Average Repair Duration Statistics—Rural Locations

Equipment Construction Type

Repair Activity
Times (h)

Total Repair
Activity Time (h)

Callout Isolation

Repair

1-F 2-F 3-F1-F 2-F 3-F

O/H line Crossarm 1.5 1.0 1.5 2.0 2.5 4.0 4.5 5.0
O/H line Armless 1.5 1.0 1.5 2.0 2.5 4.0 4.5 5.0
Direct buried cable XLPE—lateral 1.5 2.0 7.0 7.5 8.0 10.5 11.0 11.5

XLPE—three-
phase feeder

1.5 2.0 10.0 12.0 15.0 13.5 15.5 18.5

Direct buried cable TRXLPE—lateral 1.5 2.0 7.0 7.5 8.0 10.5 11.0 11.5
TRXLPE—
three-phase feeder

1.5 2.0 10.0 12.0 15.0 13.5 15.5 18.5

Cable in duct XLPE—lateral 1.5 2.0 8.0 10.0 12.0 11.5 13.5 15.5
XLPE—
three-phase feeder

1.5 2.0 21.0 21.0 21.0 24.5 24.5 24.5

Cable in duct TRXLPE—lateral 1.5 2.0 8.0 10.0 12.0 11.5 13.5 15.5
TRXLPE—
three-phase feeder

1.5 2.0 21.0 21.0 21.0 24.5 24.5 24.5

TABLE 9.5. Distribution Transformer Average Failure Rate Statistics—Urban Locations

Phase Construction Type
Failure Rate

(failures/unit per year)

Single Polemount 0.010
Single Padmount 0.007
Three Padmount 0.012

TABLE 9.6. Distribution Transformer Average Repair Duration Statistics—Urban Locations

Phase
Construction
Type

Repair Activity Times (h)

Total Repair
Activity Time (h)Callout Isolation

Repair/
Replace

Single Polemount 1.0 0.0 2.5 3.5
Single Padmount 1.0 2.0 2.5 5.5
Three Padmount 1.0 2.0 3.5 6.5

TABLE 9.7. Distribution Transformer Average Failure Rate Statistics—Rural Locations

Phase Construction Type
Failure Rate

(failures/unit per year)

Single Polemount 0.015
Single Padmount 0.007
Three Padmount 0.010
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TABLE 9.8. Distribution Transformer Average Repair Duration Statistics—Rural Locations

Phase
Construction
Type

Repair Activity Times (h)

Total Repair
Activity Time (h)Callout Isolation

Repair/
Replace

Single Polemount 1.5 0.0 2.5 4.0
Single Padmount 1.5 2.0 2.5 6.0
Three Padmount 1.5 2.0 3.5 7.0

TABLE 9.9. Distribution System Miscellaneous Equipment Average Failure Rate Outage
Statistics

Equipment Construction Type
Failure Rate

(failures/unit per year)

Circuit breaker Substation 0.0010
Recloser (one- or three-phase) Feeder 0.0150
Fuse (replace) Polemount 0.0030
Cutout (100 or 200A) Polemount 0.0030
Switch (600A single pole) Polemount 0.0010
Cable elbow (750 Al “T” body
connector, radial)

Vault 0.0010

Load break elbow (200A
distribution elbow, radial)

These would not
typically be in vault

0.0020

Splice (750 Al, radial) Vault 0.0010
Lightning arrester Pole-top 0.0005

TABLE 9.10. Distribution System Miscellaneous Equipment Average Repair Duration
Statistics

Equipment

Construction
Type

Repair Activity Times (h)

Total Repair
Activity Time (h)Callout Isolation

Repair/
Replace

Circuit breaker Substation 1.5 2.0 28.5 32.0
Recloser (one- or
three-phase)

Feeder 1.5 1.0 5.0 7.5

Fuse (replace) Polemount 1.5 0.0 0.5 2.0
Cutout (100 or
200A)

Polemount 1.5 0.5 1.0 3.0

Switch (600A
single pole)

Polemount 1.0 1.5 3.0 5.5

Cable elbow
(750Al “T” body
connector, radial)

Vault 1.0 3.0 3.0 7.0

Load break elbow
(200A
distribution
elbow, radial)

These would
not typically
be in vault

1.0 2.0 2.0 5.0

Splice (750Al,
radial)

Vault 1.0 2.0 3.0 6.0

Lightning arrester Pole-top 1.0 0.5 1.0 2.5
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published literature reflecting different utilities’ operating experience. These outage
statistics can be used in comparative predictive reliability analyses of distribution
systems.

9.4 CONCLUSIONS

Two approaches to reliability evaluation of distribution systems are frequently used,
namely, historical assessment and predictive assessment. Historical reliability assess-
ment involves the collection and analysis of a distribution system’s outage and
interruption data. Historical assessment generally analyzes discrete interruption events
occurring at specific locations over specific time periods. Predictive assessment deter-
mines the long-term behavior of distribution systems by combining component failure
rates and the duration of repair, restoration, switching, and isolation activities for given
network configurations of a distribution system.

Accurate component outage data are the key to distribution system predictive
performance analysis. To use the interruption data effectively in the planning and
designing of new distribution circuits, a utility-specific equipment outage statistics will
be required. In the absence of utility-specific outage statistics, the industry average
outage statistics can be used in comparative reliability planning and design analysis of
distribution improvement projects. It is, however, strongly suggested that every effort
should be made to derive accurate utility-specific average failure and repair statistics for
different distribution equipment for use in predictive system analyses.
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10

HISTORICAL ASSESSMENT

10.1 INTRODUCTION

Themethodologyused toassess thehistorical reliabilityperformanceofapracticalutility’s
electric distribution system is outlined in this chapter. Included is an overview of the
processused tocollect andorganize the required interruptiondataaswellasadescriptionof
theperformance indicescalculatedforuse in thecausal assessment.Thevariouspartsof the
reliability performance assessment are described. This includes a description of reliability
indices, comparisons between years of operation, comparisons to the average at different
voltage levels of the system, and comparisons by outage cause and component failure.
Finally, results from the 2004 reliability assessment of the utility’s electric distribution
system are summarized, and the application of the calculated performance statistics in
planning, operating, and maintaining distribution systems is described.

Two approaches to reliability evaluation of distribution systems are normally used,
namely, historical assessment and predictive assessment. Historical assessment involves
the collection and analysis of distribution system outage and customer interruption data.
It is essential for electric utilities to measure actual distribution system reliability
performance levels and define performance indicators to assess the basic function of
providing a cost-effective and reliable power supply to all customer types. The
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distribution system is an important part of the total electrical supply system. This is due to
the fact that the distribution system provides the final link between a utility’s transmis-
sion system and its customers. It has been reported elsewhere that more than 80% of all
customer interruptions occur as a result of failures in the distribution system.

Historical assessment is generally described as measuring the past performance of a
system by consistently logging the frequency, duration, and causes of system component
failures and customer interruptions. Predictive reliability assessment, on the contrary,
combines historical component outage data and mathematical models to estimate the
performance of designated configurations. Predictive techniques therefore rely on two
basic types of data to compute service reliability: component reliability parameters and
network physical configurations.

Historical data are very useful when analyzed to ascertain what went wrong in the
past and thereby correcting it and are also used as input to predict future service
reliability. Both historical and predictive assessments, therefore, involve the collection of
system outage data. Historical models summarize the actual performance of a distribu-
tion system during some time period, for example, quarterly, semiannually, or annually.
The basic data item in this case is a system failure, which is a component outage or a
customer interruption. Each failure event is taken into consideration and analyzed
according to the causes of failure, duration of outage, and area of the system affected.

Avariety of customer- and load-oriented system performance indices can be derived
by manipulating the recorded data. These indices are very useful for assessing the
severity of interruption events. Assessment of past performance is useful in the sense that
it helps identify weak areas of the system and the need for reinforcement. It enables
previous predictions to be compared with actual field experience. It can also serve as a
guide for acceptable values in future reliability assessments. A variety of performance
indices that express interruption statistics in terms of system customers can be computed
using the service continuity data.

This chapter is concerned with aspects of historical reliability assessment. It briefly
describes the different characteristics of an automatic outage management system
(AOMS) used for collecting and analyzing the distribution supply interruptions and
also presents a summary of service continuity statistics for the practical utility distribu-
tion system for the 5-year period from 2000 to 2004. In addition to the analysis by
primary causes, analysis of failure data by subcomponents that fail on the distribution
system and what contributions they make to the total unreliability is also presented.

10.2 AUTOMATIC OUTAGE MANAGEMENT SYSTEM

Thepracticalutilityofconcerninthischapterusesitsautomaticoutagemanagementsystem
tocollectoutagedata for itsdistributionsystem.Thecurrent systemwas installed in the late
1990s. The practical utility is an integrated utility consisting of generation, transmission,
and distribution facilities with urban, fringe, and rural networks. Analysis was done using
AOMS data for the period 2000–2004. For the purpose of analyzing this data, the service
area has been divided into three regions, namely, Region 1, Region 2, and Region 3. The
general practical utility distribution system characteristics are summarized in Table 10.1.
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10.2.1 Definitions of Terms and Performance Indices

The definitions of terms and indices presented in the following are used in the utility
AOMS and are compatible with those presented in the latest IEEE Standard 1366–2003.

Distribution System: A distribution system is that portion of an electric power system
that links the bulk power source or sources to the customer’s facilities. Subtransmission
lines, distribution substations, primary feeders, distribution transformers, secondaries,
and customer’s services all form different parts of what can generally be termed a
distribution system.

Customers: Thismeans the number of customermeters fed at secondary and primary
voltages.

Interruption: An interruption is the loss of service to one or more customers and is
the result of one or more component outages.

Interruption Duration: This is the period from the recorded initiation of an
interruption to a customer until service has been restored to that customer.

Customer-Minutes of Interruptions: This is the product of the customer services
interrupted by the period of interruption.

Customer Interruption: This is the sum of products of the customer services
interrupted and the number of interruptions that affect those customer services

10.2.2 Customer-Oriented Indices

A variety of performance indices that express interruption statistics in terms of system
customers are defined in the following.

The SystemAverage Interruption Frequency Index (SAIFI) is the average number of
times that a system customer is interrupted during a time period. In this chapter, the time
period considered in computing performance indices is 1 year. SAIFI is therefore
determined by dividing the total number of customer interruptions in a year by the
total number of customers served at the end of the year. A customer interruption is
considered to be one interruption to one customer.

SAIFI ¼ ðtotal customer interruptionsÞ=ðtotal customers servedÞ
The System Average Interruption Duration Index (SAIDI) is the average interrup-

tion duration per customer served. It is determined by dividing the sum of all customer
interruption durations during a year by the number of customers served.

SAIDI ¼ ðtotal customer hours of interruptionsÞ=ðtotal customers servedÞ

TABLE 10.1. Utility Distribution System Characteristics—2004

Load Density
(kW/km2)

Load Density
(kW/km circuit)

Load Density
(kW/customer served)

229.20 113.62 5.72
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The Customer Average Interruption Duration Index (CAIDI) is the average inter-
ruption duration for those customers interrupted during a year. It is determined by
dividing the sum of all customer interruption durations by the total number of customer
interruptions over a 1-year period.

CAIDI ¼ ðtotal customer hours of interruptionÞ=ðtotal customer interruptionsÞ

The Average Service Availability Index (ASAI) is the ratio of the total number of
customer hours that the service was available during a year to the total customer hours
demanded.Customer hours demandedare determined as theyear-endnumberof customer
served times 8760 h. This is sometimes known as the Index of Reliability (IOR). The
complementary value to this index, that is, the Average Service Unavailability Index may
also be used. This is the ratio of the total number of customer hours that service was
unavailable during a year to the total customer hours demanded.

ASAI ¼ ðcustomer hours available for serviceÞ=ðcustomer hours demandedÞ

The results obtained from two surveys dealing with the United States and Canadian
utility activities in regard to service continuity data collection and utilization show that a
large number of utilities calculate the customer-based indices of SAIFI, SAIDI, and
CAIDI for their systems. ASAI is widely reported by many US utilities but appears to
have relatively less appeal in Canada as a basic utility index. This index has, however,
been calculated on a national basis for over 20 years and is designated as the IOR in the
Canadian Electricity Association (CEA) reporting system. It provides a very general
indication of Canadian performance.

10.2.3 Classification of Interruption as to Causes

A customer interruption has been defined in terms of the following primary causes of the
interruption:

Transmission/Substation: Customer interruption resulting fromproblems in the bulk
electricity supply system such as under-frequency load shedding, transmission
system transients, or system frequency excursions. During a rotating load-shed-
ding cycle, the duration is the total outage time until normal operating conditions
resume. The number of customers affected is the average number of customers
interrupted per rotating cycle.

Tree Contacts: Customer interruptions caused by faults due to trees or tree limbs
contacting energized circuits.

Equipment Overhead (OH)/Underground (UG): Customer interruptions resulting
from equipment failures due to deterioration from age, incorrect maintenance, or
imminent failures detected by maintenance.
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Weather: Customer interruptions resulting from lightning, rain, ice storms, snow,winds,
extreme ambient temperatures, freezing fog, or frost and other extreme conditions.

Personnel Error: Customer interruptions due to the interface of the utility staff with
the system such as incorrect records, incorrect use of equipment, incorrect
construction or installation, incorrect protection settings, switching errors, and
commissioning errors.

Public: Customer interruptions beyond the control of the utility such as vehicles,
dig-ins, vandalism, sabotage, and foreign objects.

Animal: Customer interruptions due to animals such as birds and squirrels.

Unknown/Others: Customer interruptions with no apparent or defined cause or
reason, which could have contributed to the outage.

In addition to the analysis by primary causes, analysis of failure data by subcom-
ponents that fail on the distribution system and what contribution they make to the
unreliability is also performed.

10.3 HISTORICAL ASSESSMENT

Avariety of customer- and load-oriented system performance indices can be derived by
manipulating the recorded data. In this chapter, however, only the most commonly used
customer-oriented indices are presented.

This section discusses a statistical summary of the practical utility distribution
system performance for the years 2000 through 2004 at the utility corporate level, region
level, crew center level, and circuit level. Figure 10.1 depicts the hierarchical deeper level
performance analysis process.

Utility corporate level

Region 1 Region 3Region 2 

All circuits

12 crew centers

All circuitsAll circuits

21 crew centers18 crew centers

Figure 10.1. Hierarchical level in-depth causal analyses of distribution supply interruptions.
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10.3.1 A Utility Corporate Level Analysis

Table 10.2 shows the historical values for SAIFI, SAIDI, CAIDI, IOR, and IOU for the
years 2000–2004. The overall IOR provides a very useful general indication of utility
performance. This index is the per unit value of annual customer hours that service was
available. In addition to IOR, Table 10.2 shows the complement to IOR. This index has
been known as the Index of Unreliability (IOU). When multiplied by a million, this IOU
index is expressed in units per million and labeled as “upm.”

Figures 10.2–10.4 show the overall trends in utilities SAIFI, SAIDI, andCAIDI over
the 2000–2004 operating period.

Figures 10.2–10.4 illustrate that utilities SAIFI and SAIDI have downward trends
in 2004 compared to those of 2003. As shown in Table 10.1, the index of reliability, or the
per unit annual customer hours that service is available for 2003 and 2004were 0.999793
and 0.999824, respectively. The complementary index, IOU, for 2003 and 2004were 207
and 176 upm respectively. Table 10.1 shows slightly increased overall distribution

TABLE 10.2. Utility Distribution System Performance Indices for 2000–2004

Year
SAIFI
(occurrence/year)

SAIDI
(h/year)

CAIDI
(h/year) IOR IOU (upm)

2000 1.168 1.93 1.65 0.999780 220
2001 0.991 1.58 1.59 0.999819 181
2002 1.352 1.65 1.22 0.999812 188
2003 1.455 1.81 1.25 0.999793 207
2004 1.227 1.54 1.26 0.999824 176
2000–2004
Average

1.256 1.77 1.41 0.999797 203

SAIFI
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Figure 10.2. Overall trends for utility SAIFI values for the operating period 2000–2004.
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reliability for the utility system in 2004 compared to that of 2003. This section presents a
statistical summary of the utility distribution system performance for the year 2004 and
compares it with 2003 and then with the 2000–2004 year average.

SAIFI: The average number of interruptions per year for 2004 was 1.227, which
represents a 15.67% decrease over the 2003 figure of 1.455 interruptions per
customer per year. The 2000–2004 average value for SAIFI is 1.256 interruptions
per customer per year.

SAIDI: The system average interruption duration for customers served per year for
2004was 1.54 h/year,which represents a decrease of 14.81%over the 2003 figure
of 1.81 h. The 2000–2004 average SAIDI figure is 1.77 h.

CAIDI: The average customer interruption duration per interruption for 2004
was 1.26 h, which is an increase of 0.95% from the 2003 figure of 1.25 h. The
2000–2004 average CAIDI figure is 1.41 h.
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Figure 10.3. Overall trends for utility SAIDI values for the operating period 2000–2004.
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Figure 10.4. Overall trends for utility CAIDI values for the operating period 2000–2004.
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The five major causes of service interruption for 2004 at the corporate level are
equipment overhead (21.75%), animal (25.51%), weather (22.63%), tree related
(7.48%), and underground equipment (8.91%). Figure 10.5 illustrates the causes of
interruptions for 2004 at the corporate level.

The five major causes of customer interruption for 2004 at the corporate level are
weather (23.85%), equipment overhead (17.32%), animal (11.70%), other (15.80%), and
public (7.76%). Figure 10.6 illustrates causes of customer interruptions at the corporate
level for 2004.

As shown in Fig. 10.7, the five major causes of customer minutes of interruption at
the corporate level for 2004 are weather (23.98%), equipment overhead (17.99%), other
(12.62%), tree related (10.80%), and animal (9.49%).
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As shown in Fig. 10.8, the five major contributing components of service interrup-
tion at utility corporate level for 2004 are none (69.73%), line hardware (8.25%),
underground cable (6.82%), transformer (4.93%), and conductor (3.03%).

The five major contributing components for customer interruption at the corporate
level for 2004 are none (74.24%), underground cable (4.92%), line hardware (3.26%),
insulator (3.56%), and conductor (3.50%). Figure 10.9 illustrates major component
contribution to customer interruption at the corporate level for 2004. The six major
contributing components for customer minutes of interruption for 2004 at the corporate
level are none (69.61%), underground cable (7.59%), line hardware (3.46%), insulator
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(3.46%), conductor (4.02%), and substation breaker (4.59%). These component con-
tributions are shown in Fig. 10.10.

Figures 10.11–10.14 show the values of SAIFI and SAIDI for the main causes of
outage and components that failed in the distribution system and for the contributions
they represent in the total value of the indices for years 2000 through 2004.
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Figure 10.11. Cause contributions to the overall annual SAIFI statistics for the 2000–2004

period.
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Figure 10.12. Cause contributions to the overall annual SAIDI statistics for the 2000–2004

period.
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As shown in Fig. 10.11, the dominant cause contributions to utility corporate-level
2004 SAIFI are weather, equipment overhead, animal, other, and trees. Figure 10.12
depicts the cause contribution to the overall annual SAIDI statistics for the 2000–2004
period. The dominant cause contribution to the utility corporate level 2004 SAIDI are
weather, equipment overhead, animal, tree related, underground equipment, and other.

As depicted in Fig. 10.13, the dominant component contributions to the utility
corporate level 2004 SAIFI are none, underground cable, conductor, fuse, line hardware,
and substation breaker. It is important to note that the cause code “none” represents all
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other causes presented in Figs. 10.11 and 10.12, that is, noncomponent-related causes of
interruptions.

Figure 10.14 indicates that the dominant component contributions to the utility
corporate level 2004 SAIDI are none, underground cable, line hardware, insulator, fuse,
and conductor. As shown in Figs. 10.11 and 10.13, in terms of SAIFI, majority of the
causes have a downward trend in 2004 compared to previous years. The category “none”
is not depicted in Figs. 10.13 and 10.14 because of its significantly higher value
compared to other components.

10.3.2 Utility Region-Level Analysis

Detailed analyses of the causal and component contributions to regional SAIFI and
SAIDI indices have been performed in a similar manner as was done for the utility
corporate-level analysis. For the purpose of this chapter, the utility service area has been
divided into three regions, namely, Region 1, Region 2, and Region 3. The calculated
performance indices are summarized for each of the regions.

10.3.2.1 Region 1 Statistics for 2004. Table 10.3 summarizes the major
indices at the Region 1 level for the years 2000 through 2004.

Table 10.3 shows improved distribution reliability for the Region 1 system in 2004
compared to that of 2003 in terms of SAIFI, SAIDI, and CAIDI. A statistical summary of
the Region 1 distribution system performance for the year 2004 is presented in the
following and compares it to 2003 and then to the 2000–2004 year average.

SAIFI: The average number of interruptions per year for 2004 for Region 1 was
1.390, which represents an 11.30% decrease over the 2003 figure of 1.567
interruptions per customer per year. The 2000–2004 average value for SAIFI is
1.401 interruptions per customer per year.

SAIDI: The system average interruption duration for customers served per year for
the 2004 for Region 1 was 1.53 h/year, which represents a 16.52% decrease over
the 2003 figure of 1.83 h. The 2000–2004 average SAIDI figure is 1.92 h.

CAIDI: The average customer interruption duration per interruption for 2004 for
Region 1was 1.10 h,which is a 5.9%decrease from the 2003 figure of 1.17 h. The
2000–2004 average CAIDI figure is 1.37 h.

TABLE 10.3. Region 1 Distribution System Performance Indices for 2000–2004

Year
SAIFI
(occurrence/year) SAIDI (h/year) CAIDI (h/year)

2000 1.369 2.07 1.51
2001 1.187 1.91 1.61
2002 1.428 1.66 1.16
2003 1.567 1.83 1.70
2004 1.390 1.53 1.10
2000–2004 Average 1.401 1.92 1.37
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The dominant causes of Region 1 SAIFI contribution for 2004 are equipment
overhead, weather, animal, tree related, and other. The dominant causes of Region 1
SAIDI contribution for 2004 are weather, equipment overhead, tree related, animal,
other, and underground equipment. The dominant component contributions to Region 1
SAIFI for 2004 are none, line hardware, conductor, underground cable, and insulator.
The dominant component contributions to Region 1 SAIDI for 2004 are none, under-
ground cable, insulator, fuse, conductor, and line hardware.

10.3.2.2 Region 2 Statistics for 2004. Table 10.4 summarizes the major
indices at the Region 2 level for years 2000–2004.

Table 10.4 shows increased distribution reliability for the Region 2 system in 2004
compared to that of 2003 in terms of SAIFI and SAIDI but not CAIDI.

A statistical summary of the Region 2 distribution system performance for the year
2004 is presented in the following and compares it with 2003 and then with the 2000–
2004 year average.

SAIFI: The average number of interruptions per year for 2004 Region 2 was 1.186,
which represents a 16.36% decrease over the 2003 figure of 1.418 interruptions
per customer per year. The 2000–2004 average value for SAIFI is 1.208
interruptions per customer per year.

SAIDI: The system average interruption duration for customers served per year for
the 2004Region 2was 1.66 h/year, which represents a decrease of 4.62%over the
2003 figure of 1.75 h. The 2000–2004 average SAIDI figure is 1.78 h.

CAIDI: The average customer interruption duration per interruption for 2004Region
2 was 1.40 h, which is an increase of 14.04% from the 2003 figure of 1.23 h. The
2000–2004 average CAIDI figure is 1.47 h.

The dominant causes of Region 2 SAIFI for 2004 contribution are equipment
overhead,weather, tree related, underground equipment, public, and other. The dominant
causes of Region 2 SAIDI for 2004 are weather, equipment underground, equipment
overhead, public, animal, and tree related. The dominant component contribution to
Region 2 SAIFI for 2004 are none, underground cable, fuse, line hardware, and
substation breaker. The dominant component contribution to Region 2 SAIDI for
2004 are none, underground cable, fuse, line hardware, conductor, and other.

TABLE 10.4. Region 2 Distribution System Performance Indices for 2000–2004

Year
SAIFI
(occurrence/year) SAIDI (h/year) CAIDI (h/year)

2000 1.218 2.15 1.77
2001 0.868 1.44 1.66
2002 1.265 1.53 1.21
2003 1.418 1.75 1.23
2004 1.186 1.66 1.40
2000–2004 Average 1.208 1.78 1.47
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10.3.2.3 Region 3 Statistics for 2004. Table 10.5 summarizes the major
indices at the Region 3 level for years 2000–2004.

Table 10.5 shows increased distribution reliability for the Region 3 system in 2004
compared to that of 2003 in terms of SAIFI, SAIDI, and CAIDI. A statistical summary of
the Region 3 distribution system performance for the year 2004 is presented in the
following and compares it with 2003 and then with the 2000–2004 year average.

SAIFI: The average number of interruptions per year for 2004 for Region 3 was
1.049, which represents a 21.89% decrease over the 2003 figure of 1.343
interruptions per customer per year. The 2000–2004 average value for SAIFI
is 1.097 interruptions per customer per year.

SAIDI: The system average interruption duration for customers served per year for
the 2004 for Region 3 was 1.37 h/year, which represents a 27.88% decrease over
the 2003 figure of 1.89 h. The 2000–2004 average SAIDI figure is 1.54 h.

CAIDI: The average customer interruption duration per interruption for 2004 for
Region 3 was 1.30 h, which is a 7.67% decrease from the 2003 figure of 1.41 h.
The 2000–2004 average CAIDI figure is 1.40 h.

The dominant cause contributions to Region 3 SAIFI for 2004 are weather,
equipment overhead, animal, substation, public, and other. The dominant causes of
Region 3 SAIDI for 2004 are weather, equipment overhead, substation, animal, and
other. The dominant component contributions to Region 3 SAIFI for 2003 are none,
insulator, fuse, substation breaker, line hardware, and conductor. The dominant compo-
nent contributions to Region 3 SAIDI for 2004 are none, insulator, pole, conductor, fuse,
and substation breaker.

Although outages in a distribution system have a localized effect, analysis of the
customer failure statistics of most utilities shows that the distribution system makes the
greatest individual contribution to the unavailability of supply to a customer.As in the case
of this Canadian utility, it can be seen from Figs. 10.11 and 10.12 that contributions from
the “transmission” and “substation” categories, that is, outages associatedwith generation
and transmission systems, to the overall average SAIFI and SAIDI values in the 2000–
2004 period range from 3.33 to 8.39% and 2.74 to 7.17%, respectively. This supports the

TABLE 10.5. Region 3 Distribution System Performance Indices for 2000–2004

Year
SAIFI
(occurrence/year) SAIDI (h/year) CAIDI (h/year)

2000 0.750 1.35 1.79
2001 0.884 1.32 1.49
2002 1.370 1.84 1.35
2003 1.343 1.89 1.41
2004 1.049 1.37 1.30
2000–2004 Average 1.097 1.54 1.41
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general statement that over 80% of all customer interruptions occur due to failures in the
distribution system.

A major observation is that since the “other” cause category consists primarily of
unknown or otherwise undefined outage causes, it is not possible to draw any definite
conclusions on system improvements that might be undertaken. The personnel respon-
sible for entering the outage data shouldmake every effort to identify, where possible, the
cause of the outage. In addition, new cause categories should be developed and
implemented, as warranted, to better identify the outages causes. This will aid in
determining possible system improvements to increased reliability.

10.4 CREW CENTER-LEVEL ANALYSIS

The ability to generate reliability indices at the regional and crew center levels permits
these entities to be flagged for critical review and for localized mitigating actions before
severe outages and customer complaints occur. This deeper level of system analysis
allows to proactively improve the reliability of poorly performing service areas by more
efficiently assigning capital and O&M budgets and schedules for maintenance, tree
trimming, aging infrastructure replacements, and backup supply considerations, while
tracking work crew response and performance levels.

A detailed causal analysis of interruptions, customer interruptions, customerminutes
of interruptions, as well as cause contribution to SAIFI and SAIDI has been performed for
51 crew centers. Also, performed are detailed component contributions to previously
mentioned performance indices. The 2004 SAIFI for crew centers ranged from a low of
0.080 interruptions per year to a high of 2.588 interruptions per year. The 2004 SAIDI
value for crew centers ranged from a low of 0.17 h/year to a high of 6.59 h/year. The 2004
CAIDI value for crew centers ranged from a low of 0.71 h/year to a high of 2.82 h/year.

10.5 DEVELOPMENT OF A COMPOSITE INDEX FOR RELIABILITY
PERFORMANCE ANALYSIS AT THE CIRCUIT LEVEL

There are a number of factors to be considered when determining circuit reliability
performance. Momentary outages can become more important on a circuit than some
other index, depending on the customer mix the circuit serves. In these circumstances, a
composite index that includes multiple reliability indices is useful. In reliability
assessments, it is prudent to optimize circuit ranking and hence improvements using
a model that minimizes a composite reliability index that is based on popularly used
indices such as SAIFI, SAIDI, and Momentary Average Interruption Frequency Index
(MAIFI). A useful common composite statistical model is defined as follows:

Composite IndexðCIÞ ¼ SAIFIweight � ðSAIFI� SAIFItargetÞ=SAIFItarget
þ SAIDIweightðSAIDI� SAIDItargetÞ=SAIDItarget
þMAIFIweightðMAIFI�MAIFItargetÞ=MAIFItarget

ð10:1Þ
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SAIFI, SAIDI, and MAIFI are average historical values for a given circuit
configuration. SAIFItarget, SAIDItarget, and MAIFItarget are the guideline values for a
distribution utility system. SAIFIweight, SAIDIweight, and MAIFIweight are the weightings
for each of the three indices.

A combined ranking for each circuit can be calculated by adding up the individual
index ranking values. The fixed number of worst-ranked circuits was identified based on
the above ranking, and recommended upgrades for each of the identifiedworst circuits in
a fiscal year proposed.

10.6 CONCLUSIONS

An example calculation of service continuity data for the year 2004 for a practical utility
distribution system has been analyzed and results have been presented in this chapter. A
mathematicalmodel to rank individual circuit reliability performance based on historical
records has also been proposed. The computed statistics and causal analyses from the
utility corporate level to the individual circuit level will aid in judiciously allocating
reliability dollars to deserving feeders and areas.

Almost all historical performance analyses reported in the literature are carried out
at the system level. This chapter reveals that system-level reliability indices mask the
unusually good or poor reliability performances at different system levels. It can
therefore be concluded that the system reliability improvement plans based solely on
system level reliability indices would not result in expected customer service
enhancements.

It is important to note that the utilization of historical reliability indices as to their
causes at the system, region, crew center, and individual circuit levels would permit a
utility to more accurately pinpoint trouble areas and take accurate mitigating actions to
enhance service reliability. Themultilevel interruption reporting and analysis will enable
utilities and state regulators to set reliability performance standards at different system
levels tominimize outages and reduce their impact on customer services. In addition, the
historical reliability performance indices can be used by state regulators in designing a
performance-based rate (PBR) mechanism in a deregulated environment.
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11

DETERMINISTIC CRITERIA

11.1 INTRODUCTION

Among the major issues facing utilities in today’s competitive electricity market is the
pressure to hold the line on rates and provide electricity with adequate quality and
reliability. Utilities are increasingly recognizing that the level of supply reliability
planned and designed into a system has to evolve away from levels determined basically
on a technical framework using deterministic criteria toward a balance between
minimizing costs and achieving a sustainable level of customer complaints. Assessment
of the cost of maintaining a certain level of supply reliability, or making incremental
changes therein, must include not only the utility’s cost of providing such reliability and
the potential revenue losses during outages but also the interruption costs incurred by
the affected customers during utility power outages. Such a cost–benefit analysis
constitutes the focal point of value-based reliability planning. Value-based reliability
planning provides a rational and consistent framework for answering the fundamental
economic question of how much reliability is adequate from the customers’ perspective
and where a utility should spend its reliability dollars to optimize efficiency and satisfy
customers’ electricity requirements at the lowest cost. Costs to customers associated
with varying levels of service reliability are significant factors that cannot be ignored.

Power Distribution System Reliability. By Ali A. Chowdhury and Don O. Koval
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Explicit considerations of these customer interruption costs in developing supply
reliability targets and in evaluating alternative proposals for network upgrade, mainte-
nance, and system design must, therefore, be included in the system planning and
designing process. This chapter provides a brief overview of current deterministic
planning practices in utility distribution system planning and introduces a probabilistic,
customer value-based approach to the planning of alternative feeder requirements for
overhead distribution networks.

The determination of acceptable levels of supply reliability is presently achieved
by comparing actual interruption frequency and duration indices with arbitrary targets.
Inherent in this approach is the perception of customer satisfaction level for supply
cessation. This type of implicit reliability criteria are inadequate for rationally evaluating
the validity of suggested capital investment to materialize improvements that optimize
utility efficiency. It is therefore a foregone conclusion that rules of thumb and vague
criteria cannot be applied in a consistent manner to the very large amount of capital
investment and operating and maintenance decisions that electric utilities routinely
make. The ultimate impact is a likely misallocation of resources within distribution
systems.

To provide a rational and consistent means of prudent decision making on the
necessity of changing supply reliability levels experienced by utility customers in a given
service area, quantifiable factors other than utility revenue losses are required to be
modeled. In particular, explicit modeling of customer damage costs in establishing
supply reliability criteria has to be incorporated in the regular planning practices.

Avalue-based reliability planning methodology attempts to ascertain the minimum
cost solution, where costs are identified as the sum of investment cost plus operating and
maintenance cost plus customer outage costs. This minimum cost point is normally
defined by the marginality condition where the marginal cost of reliability enhancement
is equal to the marginal benefit, which is the expected reduction in customer damage
costs due to the marginal investment. This chapter presents a brief overview of current
utility practices in distribution planning. In particular, deterministic planning criteria
used in alternative feed requirements planning and designing for overhead networks are
detailed. A probabilistic, customer value-added, alternative feeder planning approach
that could complement the current deterministic criteria is illustrated with a numerical
example system.

11.2 CURRENT DISTRIBUTION PLANNING AND DESIGN CRITERIA

Theprimary criteria for distribution systemplanning and design used bymost utilities are
loading and voltage. It is important to note that utilities have traditionally considered
reliability in some qualitative fashion in their system planning and design. Losses and
environment also are considered by some utilities as a secondary criterion. The planning
criteria were established by utilities, based on a host of considerations including industry
practices, electrical and construction codes, manufacturers’ equipment ratings, and rules
of thumb developed from long-term operating experience. It is worth noting that at
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present, although limited, some utilities have started using customer value-based
distribution reliability methodologies in regular planning activities for project
justification.

11.2.1 Outage Data Collection and Reporting

Almost all North American utilities have some form of a computerized database and
interruption reporting system to log key data elements on component and feeder failures
and customer outages. Customer outages are identified by time of occurrence, duration,
weather condition, and causes that can be generally categorized as planned, equipment
failure, trees, foreign objects, human error, lightning, supply, and so on. Operating
experience records from the field are normally entered into a database and a number of
reports are generated.

11.2.2 Reliability Indices

Themost commonly used indices of distribution system reliability are one or more of the
following system and customer indices:

SAIFIðSystem Average Interruption Frequency IndexÞ
¼ ðtotal number of customer interruptionsÞ
=ðtotal number of customers servedÞ

SAIFI is the average number of interruptions per customer served.

SAIDIðSystem Average Interruption Duration IndexÞ
¼ ðsum of customer interruption durationsÞ
=ðtotal number of customers servedÞ

SAIDI is the average duration of a customer outage per customer served.

CAIDIðCustomer Average Interruption Duration IndexÞ
¼ ðsum of customer interruption durationsÞ
=ðtotal number of interrupted customersÞ

CAIDI measures the average duration of a customer outage within the class of
customers that experienced at least one sustained interruption.

CAIFIðCustomer Average Interruption Frequency IndexÞ
¼ ðtotal number of customer interruptionsÞ
=ðtotal number of interrupted customersÞ

CAIFI defines the conditional average number of interruptions among the class of
customers who experience at least one interruption.

ASAI (Average System Availability Index) is the ratio of total customer hours that
service was available divided by the total customer hours in the period for which the
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index is calculated. On an annual basis, it can be shown that

ASAI ¼ 1� SAIDI

8760 h per year

	 

� 100

To illustrate, an ASAI of 99.9543 indicates that the average customer had service
available for 8756.0 h out of a total 8760 h in the year, that is, SAIDI¼ 4 h/year.
These indices are routinely reported on an annual basis and are typically computed
for each feeder. Aggregate reports present comparable statistics on a district or regional
basis and on a system-wide basis. These indices can be readily computed down to the
distribution transformer level.

11.2.3 Targets for Customer Service Reliability

The historical reliability indices are used to establish guidelines by many utilities in
planning and design. The reliability of service is measured by SAIFI, CAIDI, SAIDI,
and ASAI in most cases. Utilities use different target levels for their overall system,
district, and regional service reliability performance. It is, however, worth noting that
none of the utilities hasminimum standards for customer service reliability.Most utilities
prefer to have objectives or targets they strive toward. The basic distinction is that a
standard is perceived to be a “hard constraint,” whereas “guidelines,” “objectives,” and
“targets” refer to performance levels that are considered to be desirable and that a utility
strives toward. Typical numerical values of the reliability indices used as desired targets
by different utilities are summarized in Table 11.1.

As shown in Table 11.1, some utilities formally use quantitative targets for SAIFI,
SAIDI,CAIDI,orASAI.Therationaleforthetargetvaluesisthat thesefiguresareconsistent
with actual performance during a certain historical period when service reliability to
customerswas considered to be adequate by the utility and the associated level of customer
complaints was viewed not excessive. Two examples of mandated distribution reliability
standardsbyregulatorybodies inaderegulatedenvironmentarepresentedinSection11.2.4.

11.2.4 Examples of Distribution Reliability Standards
in a Deregulated Market

Customers are increasingly looking for improved service reliability from electricity
suppliers. This has been recognized by regulators who incorporate customer reliability
measures such as “how often” and “how long” the supply to the customers may be
interrupted in a year. For example, as part of the deregulation of electric utilities in
California, the state established a new ratemechanism in 1996, called “performance-based
rate making” (PBR). To guarantee reliable service to the customers, PBR includes
performance incentives with a specific system of rewards or penalties for each utility.
With respect to the Southern California Edison Company, the PBR rewards or penalties
are based on the 2-year rolling averages of the annual customer minutes of interruptions
(CMI or SAIDI) and the annual number of distribution circuit interruptions (DCI).
Catastrophic events are excluded in both CMI and DCI computations, but events of
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storms are included. The PBR guidelines include three ranges, upper, middle, and lower
for the CMI and DCI. The CMI and DCI figures for Southern California Edison are as
follows:

Customer Minutes of Interruptions

Upper range: penalty $1 million per CMI above 65 up to
$18 millions at 83 and above

Dead band: no penalties or rewards From 53 to 65
Lower range: rewards $1 million per CMI below 53 up to

$18 millions at 35 and below

TABLE 11.1. Typical Distribution Reliability Targets Used by Utilities

Different Desired
Target Types SAIDI SAIFI

1 Urban 2 h 1.5 outages/year
Rural 4 h 3.0 outages/year

2 SAIDI: Varies between 4.4 and 8 h/year depending on region,
with a system-wide average of about 5.5 h/year

3 SAIDI: Less than or equal to 3.75 h/year,which is the rural distribution average
4 SAIFI: Less than or equal to two outages per year and SAIDI less than or equal

to 4 h/year
5 Strive to ensure that individual feeder reliability moves toward company

averages. These are approximately as follows depending on region: SAIFI
2.5–3.5 outages/year and CAIDI 1.5–4 h/year

6 Implicit goals: (1) improve reliability on rural radial systems; (2) improve
reliability if there are too many customer complaints

7 Identify poorly performing feeders for mitigating actions based on
performance indicators such as (SAIFI� SAIDI) and customer density
per kilometer on feeder. For example, if the product (SAIFI� SAIDI) for
a district or region is greater than four times the average value, then take
mitigating action

8 ASAI greater than or equal to 0.9994, that is, SAIDI is less than or equal to
5.3 h/year

9 As mentioned earlier, some utilities use different target levels for the overall
system and for the districts or regions. In addition to the total company
targets, each district and service point has target indices. The typical district
and the overall company targets are as follows:

District SAIFI CAIDI
A 2.5 1.2
B 2.8 1.5
C 2.2 1.5
D 2.9 1.3
E 4.4 1.5
F 2.5 1.9
G 3.1 1.0
Total company 2.8 1.4

CURRENT DISTR IBUT ION PLANNING AND DES IGN CR ITER IA 289



Number of Distribution Circuit Interruptions

Upper range: penalty $1 million per 183 interruptions above 12,400
up to $18 millions at 15,700 and above

Dead band: no penalties or rewards From 10,200 to 12,400
Lower range: rewards $1 million per 183 interruptions below 10,200

up to $18 millions at 6900 and below

These limits became effective in 1997 and are being reduced by two CMI for the
next 5 years.

In the Australian State of Victoria, the regulatory bodies have written the following
performance requirements into the Distribution Code:

1. A local distribution company must use reasonable endeavors to ensure that the
duration of interruption of the supply of electricity to a customer’s installation
does not exceed on average 500min (8.3 h) per annum in rural areas and 250min
(4.15 h) per annum in other areas.

2. On request a local distribution company must make individual customer targets
and actual performance information available to the customer.

It is important to note that these deregulated criteria as well as conventional targets
presented in Table 11.1, in no instance, are linked to or derived from estimates of the
value of service reliability of customers. The value of service information has not been
used explicitly to rank order the reliability performance of different feeders and identify
poor performance for upgrading on the basis of total interruption costs incurred by
customers on the feeder.

11.3 RELIABILITY COST VERSUS RELIABILITY BENEFIT TRADE-OFFS
IN DISTRIBUTION SYSTEM PLANNING

Utilities routinely make many reliability-related investment and operating decisions.
This section presents typical cost–benefit trade-off situations in distribution system
reliability planning, where using customer interruption cost data can enhance decision
making to amore rational, consistent, and economic framework. The distribution system
consists of a very large number of individual components (e.g., subtransmission circuits,
distribution stations, primary feeders, distribution transformers, secondary circuits, and
customers’ connections). As a result, a large number of standards such as design,
construction, operation, maintenance, and so on have been developed over the years that
entirely define supply reliability provided to utility customers. It is important to note that
the current different distribution planning practices can be expanded to a value-based
planning framework. A host of distribution planning and operating practices can benefit
from a value-based planning approach. For example, there are many distribution system
reliability problems, where customer interruption cost information could be explicitly
used to support rational investment decision making, such as facilities design and
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configuration, feeder upgrade, distribution system upgrading, tree trimming, pole
maintenance, protection design, service restoration, underground cables design, cable
replacement, distribution system automation, general system-wide utilization, and so on.

As a result of load growth, completely new distribution facilities are required in
certain instances. This may be the case in surrounding areas of large cities. In these
situations, decisions have to be made regarding substation configuration, size and
number of transformers, capacity planning, selecting a route for a new line, and so on.
Regarding route selection, if two routes are available for an overhead line extension,
and one route is more costly but has less exposure to traffic, a decision has to be made
whether the more expensive route is justified from a customers’ benefit point of view.

Utilities normally identify poorly performing feeders as potential candidates for
feeder upgrading using one or more implicit criteria. These may include the number of
complaints received or other deterministic decision rules based on deviations from
calculated SAIFI, SAIDI, and so on. Normally, the number of feeders identified for
upgrading and the investment made for this purpose is further constrained by capital,
operation and maintenance budget, and manpower resources.

Feeder upgrade decisions made in the context of poorly performing feeders could be
made on a more rational and consistent manner even within severe budget-constrained
situations by ranking the feeders on the framework of the total costs of improvements
relative to the benefits. The benefitwould be assessed by quantifying expected reductions
in interruption costs to all customers as a consequence of the upgrade being considered.
Using the cost–benefit strategy, the available resources could be more objectively
and consistently used across the feeders since such a value-based method facilitates
establishing an economically rational prioritization of the feeders requiring upgrades.
It is important to note that in value-based approach, there are no absolute standards
of SAIFI, SAIDI, and CAIDI that could be used uniformly across the feeders. In a
value-based planning framework, rather customers’ preferences and mix unique to each
feeder and/or geographical service area determine an inadequate or poor performance.
In a competitive electricity market, a value-based approach, therefore, makes perfect
sense.

With load growth and customer mix change, the distribution system requires
upgrading. One aspect of such changes is the current trend toward a higher distribution
voltage level, where possible. Conductor upgrading, installation of line regulators to
boost voltages when required, transformer upgrading to accommodate load increases,
replacement of underloaded transformers with smaller transformers, and considering
substation loading criteria (e.g., high loadings can result in extremely poor reliability) are
a few of the typical decisions related to system upgrading.

Vegetation control normally affects the service reliability level of a distribution
system.The amount ofwork done on each occasion and the frequency ofmaintenance are
the two major decisions that have to be made in regard to tree trimming. Reliability--
centered tree trimming could result in optimum tree trimming schedules that balance the
marginal cost and the marginal benefit from the customers’ perspective.

Normally, most lines in a distribution system are overhead wires on wooden poles.
The poles require continuous maintenance. The level of maintenance for poles and their
replacement programs affect the level of distribution system reliability.
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An increase in protection, such as the number of devices, the type of devices, and the
location of devices, will inevitably result in changes to the reliability of the distribution
system supply. Increases in protection spending will protect the distribution system
from unreliability resulting from sabotage, lightning, and equipment failure by limiting
the area impacted by these events and by limiting their frequency and duration. In turn,
this will result in lower total outage costs to customers. Examples of investment decisions
related to protection include fuse coordination, installation of primary fuses, installation
of switches to facilitate sectionalizing, dual feed substations versus single feed, and so on.

From the customers’ point of view, supply reliability means how quickly voltage is
restored following an interruption. It could be different for different customer types.
Strategies related to sizing, location, and scheduling of service restoration crewaswell as
service restoration sequencing by feeder can have an important impact on the outage
costs incurred by customers.

Most distribution system lines are overhead lines requiring regular tree trimming
and pole maintenance. The reliability trade-offs in the overhead versus underground
installation involve a lower frequency of customer interruptions in the underground case.
Customer outages due to underground equipment failures, however, can be longer in
duration due to the time required to locate and rectify the problem.

Virtually all utilities use rules of thumb in their cable replacement strategies. Typical
considerations for cable replacement are replacements after a certain number of failures,
number of customers and cost to replace,moisture content, number of failures, number of
customers served, length, age, commercial or industrial customers, and so on.

Electricity could be more cost-effectively and reliably delivered to customers
through distribution feeders by automation of the feeders. Generally, most feeder
interrupting devices are static and require line crew to open and close switches manually
to locate and isolate faults and restore voltage to customers. In addition, as the distri-
bution network becomes more and more complex due to expansion, conventional feeder
maintenance practice becomes inadequate and customers have to endure longer outages.
Because of the time required in locating faults manually, revenue losses to the utility
could also be significantly high. Extended duration outages have serious monetary
impacts from the customer’s perspective as well. Distribution automation can provide
a cost-effective means for reducing the frequency and duration of potential service
interruptions.

A number of typical decisions where customer interruption costs and value-based
methodology could be used are as follows:

1. For assessing the appropriate level of reliability for feeders in each district/
region. This should be based on the expectations of the customer mix on the
feeder/region and consistent with their willingness to pay.

2. For assessing the level of distribution reliability that customers arewilling to pay
for. This means, analyze the distribution system as awhole and compute the total
dollars required to raise or lower the reliability of the distribution system to the
level customers are willing to pay for.

3. For determining the amount of corporate reliability funds to be spent on
distribution versus other segments of the power system.
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Under current planning and design practices, investment decisions in the context of
any of the number of reliability-related problems identified earlier are based on implicit
rules-of-thumb criteria normally employed by utilities. Explicit cost–benefit analysis is
not always undertaken. Although, for the purpose of ranking problem feeders, avoided
lost revenues to the utility provide a measure of the benefits of upgrading, present
planning and operating practices, as they relate to distribution service reliability, are
not based on a direct and objectively specified linkage between the level of reliability that
is planned and delivered and the level of reliability that customers want. This section
presents a typical utility’s current practices in the planning of alternative feed require-
ments for overhead distribution systems. An illustrative customer cost–customer benefit
assessment for justification of an alternative feed to a major load center is performed
to demonstrate the underlying concepts of reliability cost–reliability worth analysis that
could complement the current deterministic planning practices in distribution investment
decision making.

11.4 ALTERNATIVE FEED REQUIREMENTS FOR OVERHEAD
DISTRIBUTION SYSTEMS

The standard service provided to all overhead customers is the radial feed. Full or partial
alternative service is normally considered when the additional cost is paid by the
customer. A rudimentary evaluation of the advantages to the customers and the utility is
looked at and a comparison of the costs of providing the alternative feed is made.
Evaluation of costs normally includes the additional costs of the transmission, the
substation, and the breakers required. A partial alternative supply having an 80%
capacity on peak is deemed as fulfilling the customer demands. Utility personnel look
at acceptable restoration times for different types of customers under various outage
conditions. Situations where outage times exceed the acceptable restoration times are
examined and a contingency plan developed to deal with the specific situation. For
communities with a certain load demand (e.g., 3000 kVA and higher), this couldmean an
alternative feed. Customers fed from underground residential subdivisions, by nature of
the design and development of the system, are usually provided with an alternative feed.

The existing criteria for determining the provision of alternative feed are primarily
based on a deterministic approach. As stated earlier, deterministic approaches are not
based on a formal framework but rather on the planner’s experience and intuition that do
not and cannot account for the probabilistic nature of the distribution system behavior, of
customer demands, or of system component failures. Since the basic objective of
distribution planning criteria is to provide a consistent approach to obtaining a balance
between the distribution system performance and the total cost to satisfy both customer
and a utility need, alternative feed requirements identified solely based on deterministic
criteria have to be verified through probabilistic value-based analyses that include
customer interruption costs.

This involves the recognition of reliability cost–reliability benefit. A cost–benefit
analysis to determinewhen an alternative distribution feed should be planned is needed to
complement the deterministic guidelines for distribution planning. The alternative
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source would likely be provided if the analysis indicates that the improvement in supply
reliability would be cost-effective. Ideally, outage probability and outage cost data
specific to a utility distribution system are required for cost–benefit analysis. In this
chapter, an example of using customer interruption cost data in evaluating the economics
of an alternative distribution feed is described. It is important to note that this analysis
includes only forced outages. Maintenance outages are not modeled in the analysis
because the impacts of maintenance outages can be controlled and minimized by
communicating in advance maintenance schedules to customers, scheduling mainte-
nance outages during light load periods, performing hotline maintenance, bringing in
mobile substations, scheduling maintenance during customer downtimes, and so on.

11.5 EXAMPLES OF DETERMINISTIC PLANNING GUIDELINES
FOR ALTERNATIVE FEED REQUIREMENTS

11.5.1 Reliability of Supply to 25kV Buses

11.5.1.1 Peak Loads up to 10MW. The distribution supply system is planned
with backup capacity to a minimum of 30% of coincident peak demand by means of a
standby transformer or through the ability to import standby capacity from adjacent
substations or by a combination of both. It is anticipated that a failed transformer should
normally be replaced within 12 h. This guideline is based on the assumption that 20% of
the feeder peak demandwould cover all essential services for different customer types. A
typical 25 kV distribution network is depicted in Fig. 11.1. According to this guideline, in
the event of a fault on 25 kV line “A” or upstream from it, while operating at its peak
demand, the 25 kV line “B” would be capable of providing supply to 20% of the peak
demand of 25 kV line “A”. During a contingency, voltage will be allowed to drop the
extreme values.

Whenever possible the distribution system is arranged to accommodate rotational
supply to those customers who are interrupted.

11.5.1.2 Peak Loads 10–15MW. As in Section 11.5.1.1 but up to 50% of
coincident peak demand.

25 kV distribution ‘B’25 kV distribution ‘A’
N.O.

Operating 
at

peak
demand

Operating
at 30% of

peak
demand

Figure 11.1. Illustration of the guideline in Section 11.5.1.1.
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11.5.1.3 Peak Loads 15–25MW. As in Section 11.5.1.1 but up to 75% of
coincident peak demand.

11.5.1.4 Peak Loads in Excess of 25MW. As in Section 11.5.1.1 but up to
90% of coincident peak demand.

11.5.2 Reliability of Supply to Towns/Cities

The level of backup supply to a town or a city suggested in the following reflects the size
of the town or the city. The underlying assumption is that as a population center gets
larger, a greater number of customers get impacted due to cessation of their power supply,
and the cost per customer to alternative supply generally is lower.

11.5.2.1 Towns with a Population of up to 1000. No backup supply
needs to be planned. The distribution system should be arranged to accommodate
rotational supply to interrupted customers.

11.5.2.2 Towns with a Population Between 1000 and 5000. Twenty
percent of the town load should have a backup supply.

11.5.2.3 Towns with a Population Between 5000 and 10,000. Forty
percent of the town load should have a backup supply.

11.5.2.4 Cities with a Population Between 10,000 and 25,000. Sixty
percent of the city load should have a backup supply.

11.5.2.5 Cities with a Population over 25,000. Eighty percent of the city
load should have a backup supply.

11.5.3 Reliability of Supply to Large Users and Industrial Customers

The normal supply to large users and industrial customers is the radial feed. An
alternative feed may be provided to these customer types at full cost to the customer.

11.6 VALUE-BASED ALTERNATIVE FEEDER REQUIREMENTS
PLANNING

Deterministic criteria given in Sections 11.2, 11.4 and 11.5 alone are insufficient for
rationally assessing the validity of suggested alternative feed requirements. There is
increasing recognition in the electric utility industry that investments related to the
provision of electric service reliability should be more explicitly evaluated considering
their cost and benefit implications. The underlying intention is to relate the benefit of
uninterrupted power supply as ameans to rationalize the cost of alternative feed additions.
Such a cost–benefit assessment is the focal point of the probabilistic value-based
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reliability planning. As mentioned earlier, a value-based reliability planning approach
attempts to locate the minimum cost solution where the total cost includes the utility
investment cost plus the operating and maintenance cost plus the customer interruption
costs. The underlying principle of value-based reliability planning is illustrated in Fig.
11.2.

Figure 11.2 illustrates how utility costs reflected in customer rates and customer
interruption costs are combined to give total customer cost. The utility cost curve shows
how customer rates go up as more money is spent to increase distribution system
reliability levels. The customer interruption cost curve shows how customer cost of
interruptions decreases as the distribution system reliability increases. It is also important
to note that for low levels of distribution system reliability levels, the customer
interruption costs are significant. However, the utility cost can also increase significantly
via the additional costs of restoring the system to a normal operating state and the loss of
revenue (i.e., the utility cost curve shown in Fig. 11.2 is based on the belief that increased
costs will achieve higher levels of distribution system reliability). When the combined
utility and customer interruption costs are minimized, the utility customers will receive
the least cost service. Therefore, using the concept of value-based distribution system
reliability planning, a given level of service reliability can be examined in terms of the
costs and the worth to the customer of providing the electric service from various
proposed distribution operating configurations.

The basic assumption in the value-based assessment is that planning practices, as
they relate to distribution service reliability, should be based on a direct and objectively
specified relationship between the level of reliability that is planned and delivered and the
level of reliability that customers expect. Any investment decision related to distribution
reliability, however, could easily be addressed on a more rational and quantitative basis
within a cost-benefit framework, explicitly using data on the value of changes in service
reliability to customers. The ultimate determination of poor or adequate distribution
reliability performance in value-based planning framework is based on customer

Reliability

C
os

t

Customer
cost

Total
cost

Utility
cost

Ropt

Figure 11.2. Reliability cost–reliability worth concept.
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preferences and customer mix that are unique to each feeder. In a competitive market
environment, such an approach makes perfect sense.

11.6.1 Customer Interruption Cost Data

The value of service, that is, the worth of reliability expressed in terms of customer
interruption costs can be established on the basis of actual surveys of customer perception
regarding the level of service reliability they are willing to pay for. By establishing
a method of giving a dollar value to various levels of service reliability, it is possible
to ascertain the balance where distribution system reliability is best matched. The data
compiled from customer surveys lead to the creation of sector damage functions.
The cost of interruptions at a single customer load point depends entirely on the cost
characteristics of that customer. The sector damage function presents the sector
interruption costs as a function of the duration of service interruptions. The customer
costs associated with an interruption at any load point in the distribution system involve
the combination of costs associated with all customer types affected by the distribution
system outage. This combination leads to the generation of a composite customer
damage function. The customer damage functions after escalation to 2000 Canadian
dollars for each sector are shown in Fig. 11.3. The cost of interruptions is expressed
in dollars per kilowatt.
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Figure 11.3. Utility sector customer damage functions.
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In this chapter, one simple illustrative example showing the practical applications
of the reliability cost–reliability benefit methodology is described. A reliability cost–
reliability benefit assessment to determinewhen an alternative feed to amajor city should
be added should be performed to complement the deterministic distribution reliability
planning criteria. The alternative feed should be provided if the analysis indicates that
the improvement in service reliability would be cost-effective. In practice, outage
probability and interruption cost data specific to the distribution network of study, or
the best representative data available at the time of analysis, should be used for the
reliability cost–reliability worth analysis. An actual application should consider the
amount of load growth and should show numbers on an escalated and present worth basis
for years to come.

11.6.2 An Illustrative Example for Justification of an Alternate Feed
to a Major City

Anumerical example illustrating the application of the reliability cost–reliability benefit
approach in evaluating the cost-effectiveness of an alternative feed to a major city is
discussed here. Avery simplified representation of the investment decision is adopted in
this example. The example uses generic outage and cost information data. The basic
objective of this example is to focus on the framework for cost–benefit analysis in similar
situations.

For this example, assume that there is a major city with a population of over 25,000
people. Deterministic planning criteria from Section 11.4 state that 80% of this city load
should have a backup supply. Table 11.2 describes the steps to calculate the present value
of the reliability benefits, that is, avoided customer interruption costs, should an
alternative feed be provided to this load center.

Table 11.2 is self-explanatory. It is assumed that the alternate feed’s economic life is
10 years. The city’s current unreliability should be based on historical experience data
that is assumed to be 5 h/year in this example. Even with the installation of an alternative

TABLE 11.2. An Alternative Feed to be Added to a Major City

Economic life of alternative feed 10 years
Current annual supply unavailability 5 h/year
Switching time for alternative feed 1 h
Expected annual outage hours avoided (5.0 � 1.0)¼ 4 h
Unserved load 10MW
Load factor 85%
Expected unserved energy avoided 10� 0.85� 0.80� 4¼ 27.20MWh
Customer interruption cost $14/kWh
Expected reliability benefit $14,000� 27.20¼ $380,800 per year

Expected cumulative present value of reliability benefit over 10 years
Load growth¼ 0% $380,800� 7.57¼ $2,882,656
Load growth¼ 2% $380,800� 8.20¼ $3,122,560
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feed, it will take 1 h to switch the power supply from the alternative source. Therefore,
the expected number of outage hours avoided is (5.0 � 1.0)¼ 4 h/year.

If the unserved load is 10MWwith a load factor of 85%, then the avoided expected
unserved energy is 27.20MWh considering only 80% of the city load would have a
backup supply. Assuming that the customer interruption cost for the mix of customers
served by the city to be $14/kWh yields a present value of the reliability
benefit of $2,882,656 at 0% load growth and $3,122,560 at a 2% load growth. The
present value figures were calculated assuming a 10% discount rate and a 3% inflation
rate. These benefits, together with loss reduction benefits if any, can be compared to the
present value revenue requirements to install the alternative feed in question.

11.7 CONCLUSIONS

Current utility practices in the distribution system reliability planning are presented in
this chapter. It is important to note that neither the traditional planning criteria nor the
current criteria mandated by regulators in a deregulated market are linked to customer
preferences.

Typical utility distribution planning practices in determining alternative feed
requirements for overhead distribution systems are discussed. Deterministic planning
practices are complemented with a probabilistic value-based planning analysis in the
assessment of cost-effectiveness of an alternative feed to a major load center.

In a competitive energy market in which reliability of service does influence
customer purchasing decisions, a utility cannot afford to ignore customer preferences.
Today’s energy market is characterized by intense price competition that puts
utilities under continuous pressure to hold the line on rate increases. Value-
based planning renders a rational solution to these emerging pressures and will
permit service reliability to evolve to a level that customers would perceive to be
fair value.
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12

IMPORTANT FACTORS RELATED
TO DISTRIBUTION STANDARDS

12.1 INTRODUCTION

The development of standard distribution reliability metric values, for example, System
Average Interruption Frequency Index (SAIFI), System Average Interruption Duration
Index (SAIDI), and Customer Average Interruption Duration Index (CAIDI), against
which all utilities can compare their performances, can be problematic without strict
adherence to a national or international standard (e.g., IEEE Standard 1366-2003). At
present, there aremany differences between data collection processes and characteristics
of utility systems making comparisons between utilities against such standard metric
values impossible for many utilities. Rather, the development of uniform standardmetric
values, which utilities compare to their own historical reliability performance indices, is
more practical. If cross-comparisons between utilities are desirable, a number of issues
and factors associated with individual utilities must be taken into consideration when
establishing distribution reliability standards. This chapter deals with a number of such
pertinent factors and issues related to establishing distribution reliability standards and
illustrates the issues and factors of using historical reliability performance data for a
sample of Canadian utilities.

Power Distribution System Reliability. By Ali A. Chowdhury and Don O. Koval
Copyright � 2009 the Institute of Electrical and Electronics Engineers, Inc.



Since the late 1980s, electricity supply has been deregulated in many countries in an
attempt to create a competitive market for power generation and transmission services
with the expectation that deregulation would ultimately benefit the consumers in the
lower electricity rates. In the competitivemarket process, the distribution system remains
regulated to ensure that the customer supply system is operated reliably and cost-
effectively. This is due to the regulatory position in different countries that an introduction
of competition in the generation and transmission segments of an integrated power system
could have a negative impact on system reliability and service received by ultimate
customers.

Customers are connected to a regulated distribution system that determines system
reliability experienced by the customers. As customers of regulated systems, customers
cannot switch distribution systems at their will if reliability becomes unacceptable. For
this reason, regulatory agencies are looking for ways to define and establish distribution
reliability standards.Normally, these standards include reliability performance indices at
the corporate levels, region levels, and crew center (CC) levels and a list of worst
performing feeders. Some state regulatory agencies financially penalize and/or reward
utilities based on preset reliability standards. Amap of U.S. state reporting requirements
as of 2001 is shown in Fig. 12.1. As shown in Fig. 12.1, 11 states reward or penalize
utilities based on reliability performance. Sixteen states require annual reliability
reporting and five are considering some form of reporting requirements.

Regulators should continue to ensure customer service reliability performance, at a
reasonable cost. Setting standards without a complete understanding of performance
drivers can have significant ramifications, including increased costs to customers and/or
utilities shareholders. The basic objective for establishing reliability standards should be
to provide electric utility customers with some assurance that reliability levels would not

Figure 12.1. Reliability reporting requirements in the United States as of 2001.
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drop below a predetermined level. The most widely used reliability indices are averages
that treat every customer equally. Customer-oriented reliability indices such as SAIFI,
SAIDI, and CAIDI are widely used by utilities and regulatory agencies. Most regulatory
agencies choose to use SAIFI in combination with either SAIDI or CAIDI, since using
two of the three indices provides meaningful information about all three measures. The
index that reflects multiple interruptions experienced by customers is Customers
Experiencing Multiple Interruptions (CEMI) [2]. The CEMI index indicates the ratio
of individual customers experiencing more than n sustained interruptions to the total
number of customers served. This index is sometimes used in a series of computations
with n incremented from a value of 1 to the highest value of interest. SAIFI, SAIDI, and
CAIDI indices have limitations. These indices are normally considered good aggregate
measures of reliability performance when used as reliability performance indicators for
system reliability improvements.

Benchmarking or comparing distribution reliability indices across utilities is
difficult due to a host of reasons, including system design and operating characteristics,
maintenance policies, definition of terms, geography, and major event exclusion or
inclusion. Edison Electric Institute (EEI) and the Canadian Electricity Association
(CEA) report distribution reliability indices for North American utilities annually. It is
inevitable that comparisons between individual utility reliability performances will be
made.

Virtually, all utilities report SAIFI and SAIDI indices. Each index is shown to have
wide variation among utilities due to differences in system design, operations, and
maintenance practices. Such differences do not account for all the variations among
utilities and therefore the indices cannot indicate that utilities with better reliability
indices have higher reliability of service.

From a utility perspective, there are a host of important issues and factors that should
be addressed when developing distribution reliability standards for application across
utilities operating under the jurisdiction of a state/provincial regulatory agency. In
general, standards should be uniformly applied so that if one entity is subject to a
particular set of standards, all entities will be subject to those standards regardless of the
size of the utility and customer and physical characteristics of systems, such as urban,
rural, ormixed systems. By applying standards in this way, all customers, whether served
by a small municipal utility or by a large investor-owned utility, would have a reasonable
assurance of comparable levels of service reliability. It is therefore required that all
entities use the same terms and definitions (e.g., IEEE Standard 1366-2003) in reliability
performance reporting procedures.

There is an ongoing debate in electric utilities as to whether or not the reliability
performance indicators are to be defined as performance “standards,” performance
“guidelines,” or “target values.” The general perception among the utility personnel is
that rather than standards, it is desirable thatminimum reliability performance guidelines
or target levels should be used, since in the utility environment, standards are normally
perceived as rigid requirements cut in stone and noncompliance with standards implies
financial risks to the utilities. However, performance guidelines, or targets, are consid-
ered to be continuously evolving performance indices. Violations of performance
guidelines require a rigorous review of a system’s weak areas to identify areas needing
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reliability enhancements. Therefore, standards become risks in an evolvingmarket while
guidelines provide solution opportunities. In this chapter, the word “standards” is used
for reliability performance indicators unless otherwise noted.

Distinctions in system characteristics based on rural, urban, and suburban, as well as
overhead versus underground, systems need to be recognized and incorporated in
establishing distribution reliability standards. Minimum performance standards should
be utility specific using historical outage data from that utility. This chapter identifies
different pertinent issues and factors that need to be considered in developing consistent
distribution reliability standards. The relevant issues and factors that impact reliability
performance indices are illustrated using historical reliability data from a sample of
Canadian utilities.

12.2 RELEVANT ISSUES AND FACTORS IN ESTABLISHING
DISTRIBUTION RELIABILITY STANDARDS

Many regulatory agencies have indicated that theywould use historic utility performance
to establish specified service reliability standards and would require a utility to have at
least 2–3 years worth of outage data. Each utility should, at the minimum, remain within
the range of its average historic performance level. In cases where a utility has not
monitored service reliability in the past, the utility would be required to initiate
monitoring and reporting of the service reliability performance indices to regulatory
agencies.

As noted earlier, SAIFI, SAIDI, and/or CAIDI indices arewidely used by regulatory
agencies. SAIFI is a measure of how many sustained interruptions an average customer
will experience over a predefined period of time. For a specified number of customers
served, the only way to improve the SAIFI index is to reduce the number of sustained
interruptions experienced by customers served.

SAIDI is a measure of how many interruption hours an average customer will
experience over a predefined period of time. For a specified number of customers served,
SAIDI can be improved by reducing the number of interruptions, by reducing the
duration of the interruptions, or by reducing the average number of customers affected by
each interruption.

CAIDI represents the average time required to restore electric service. A reduction
in the SAIFI, SAIDI, or CAIDI indices indicates an improvement in system reliability.

The increasing sensitivity of customer loads to brief disturbances has created a need
for indicesmeasuringmomentary interruptions. The IEEEStandard 1366 introduces two
momentary indices. The Momentary Average Interruption Frequency Index (MAIFI)
indicates the average frequency of momentary interruptions. The other index is the
Momentary Average Interruption Event Frequency Index (MAIFIE), whichmeasures the
average frequency of momentary interruption events. Events immediately preceding a
lockout are not included.

At present, the MAIFI index is used in the electric utility industry to a lesser extent.
The MAIFI index does not provide the information most customers seek. Also, most
utilities are able to collect only circuit breaker operation counts at the substation level. In
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some cases, utilities do not have automatic collection schemes. In addition, momentary
interruptions are more pertinent to industrial customers who normally make up less than
1% of all customers on a utility system. Measuring at the system level therefore is not
useful.

MAIFIE is a better measure of customer satisfaction with distribution system
reliability. This is due to the fact that multiple closely spaced momentary interruptions
have much less impact on customer systems than the same number of momentary
interruptions spaced days or weeks apart.

Among the issues and factors that should be standardized to establish distribution
reliability standards for cross-comparison purposes among similar utilities are data pool,
definitions of terms, system characteristics, and outage data collection systems. Each of
these four major items is briefly discussed.

12.2.1 Data Pool

An examination of the contributions to the service continuity indices from various
system factors provides considerable insight into how the system reliability performance
can be improved. There are a number of well-defined customer outage causes that are
integrated into the data pooling process. For example, the CEA reporting system, which
is used by all Canadian utilities and some U.S. utility companies operating in Canada,
divides the customer outages into the following broad codes: scheduled outages, loss of
supply, tree contact, lightning, defective equipment, adverse weather, adverse environ-
ment, human element, foreign interference, and unknown. These cause codes are defined
in Canadian Electricity Association’s Service Continuity Report. Some individual
utilities have an extensive list of outage causes defined in their outage management
schemes including dig-ins, animals, customer caused outages, foreign utility or alterna-
tive third-party energy supplier caused outages, and many others. For the computations
of the historic standard metric values and the current year standard metric values on a
uniform basis with respect to outage causes included, a well-defined set of outage causes
and rules for their applications (e.g., as presented in IEEEStandard 1366)must be strictly
implemented during the outage data collection process by all utilities. In addition, any
outage causes that will be excluded during the calculation of the standard metric values
must be well defined and understood by all utilities. This is critical if any cross-
comparisons between similar utilities are to be performed.

For the 2- to 3-year historic standard metric values and the current year standard
metric values to be used to correctly measure a utility’s ability to impact the reliability of
its system, outages beyond the utility’s control must be identified and included or
excluded from the calculation of the metric values. It is critical that a precise, uniform
definition be developed that is consistent with the outage cause codes to identify
controllable and uncontrollable outages such that all utilities are uniformly including
or excluding the same types of uncontrollable outages. Examples of uncontrollable
outages include acts of God exceeding system design strength, such as hurricane,
earthquake, or airplanes hitting transmission towers.

Also, for the 2- to 3-year historic standard metric values and the current year
standard metric values to be used to correctly measure a utility’s ability to impact the
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reliability of its system, outages due to major events that severely skew the metric
calculation must be identified and excluded. This will require development of a precise,
uniform definition that accurately identifies major events such that all utilities can
uniformly apply the definitions to exclude major events. The IEEE Standard 1366
presents the 2.5 Beta method that defines a major event for use in standard reliability
metric calculations.

At present, however, in theUnited States, comparisons of reliability indices between
similar utilities are difficult because of incongruity in both reporting and definitions.
More than 80% of U.S. utilities exclude major events and the definition of a major event
varies widely. However, Canadian utilities include major events in their reporting of
reliability performance indices whether the major event is within a utility’s control
or not.

There are differing views about the appropriateness of excluding major events from
reliability index calculations. From a customer perspective, it does not matter whether
interruptions occur during normal or mild/severe inclement weather. Reliability stan-
dards should be set to maximize societal welfare. Though major event outages due to
natural phenomena are normally understood as being the events beyond a utility’s
control, the major event such as the August 14, 2003 Northeast Blackout occurring in
normal weather conditions is not perceived to be a noncontrollable major event by the
general public. For any cross-comparison of reliability performance between similar
utilities, a precise, simple, easy-to-use method that uniformly classifies major events
such that all utilities can apply a model to include or exclude major events is required.
IEEE Standard 1366-2003 includes a simple model, namely the 2.5 Beta method, that
defines major events adequately. At present, many utilities normalize a severe weather
outage event by substituting the severe outage event with an average outage event in
computing system performance indicators.

Another very important factor that needs attention in developing reliability
standards is data sufficiency. Sufficient data must be collected on a system (e.g.,
5- to 10-year data) such that the calculation of the historical standard metric value is
statistically valid. If sufficient data are not available, comparison of current year
standard metric values against historical standard metric values will not be valid. As a
part of the deregulation of electric utilities in California, the State of California in
1996 established a new rate mechanism, called “performance-based rate making
(PBR).” To ensure reliable service to customers, PBR includes performance incen-
tives, with a specific system of rewards or penalties for each utility. For example, for
Southern California Edison (SCE), the PBR rewards or penalties are based on the
2-year rolling averages of the annual SAIDI value as defined in the IEEE Standard
1366. There are instances of using 1-year, 5-year, and 10-year rolling average SAIFI
and SAIDI indices in different jurisdictions. For example, Ontario Energy Board in its
first-generation PBR uses 3-year rolling average values for reliability indices. IEEE
Standard 1366-2003 suggests the 5-year data that are statistically significant. There-
fore, a definite need exists for a uniform data sufficiency period to be set by regulatory
agencies in establishing reliability standards. The authors suggest at least 5-year
historical data, which would be statistically significant and sufficient in computing
historical performance indices.
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12.2.2 Definitions of Terms

Nonconformity of reliability index definitions canmake it difficult to compare reliability
performance between utilities. A good example is the definition of the time frame for a
sustained interruption. If a utility defines a sustained interruption based on 5min
intervals, automatic switching will be effective in reducing SAIFI as most switching
could be performed within this time frame. However, if a utility defines a sustained
interruption based on a 1min interval, automation cannot reduce SAIFI, as most
automated switching would require more than 1min to be successful. IEEE Standard
1366-2003 defines a sustained interruption as an outage of 5min or longer duration,
whereas some individual utilities in the United States and all Canadian utilities define a
sustained interruption as being an outage of 1min or longer duration. A uniformly
applied definition of “sustained outage” must be developed so that the calculation of the
long-term historic standard metric values and the current year metric values is done on a
uniform basis by all utilities with respect to exclusion of outages that do not meet the
definition of sustained outage. These two different definitions of sustained interruption
result in significantly different SAIFI values.

Another important term that requires explicit clarification is what a “customer” in
the index calculation means. IEEE Standard 1366-2003 defines a customer as being
a metered electrical service point for which an active bill account is established at a
specific location, that is, premise. The Canadian Service Continuity report defines a
customer as the number of customer services fed at secondary, primary, and sub-
transmission voltages. Individual utilities may use different definitions for a customer.
It is important to note that a uniformly applied definition of “customer” must be
developed so that during the data collection process, each utility is identifying and
capturing customers involved in an outage in the same manner. Again, differences in
calculated performance indicators would be significant due to differences in defini-
tions of a customer.

Perhaps, the greatest difficulty in comparing reliability indices between similar
utilities is the exclusion of major events. Some utilities include all interruptions when
computing reliability indices and others have widely varying exclusion criteria. Some
utilities also exclude scheduled and bulk power events, which constitute 10–15% of total
customer outages. Interruptions from bulk power system operations are due to problems
in the bulk electricity supply system such as underfrequency load shedding, transmission
system transients, or system frequency excursions. These interruptions are generally
beyond the control of the distribution utilities. However, from the customer’s perspec-
tive, the interruption origination point is the utility’s concern to resolve. It is therefore
important to note that in most circumstances, major events contribute most often to
customer interruption duration, and the exclusion of major events will completely
change the reliability index characteristics for a distribution system. The 1998 ice storm
inQuebec andOntario left a large number of customerswithout electric power forweeks.
Canadian Electricity Association’s Annual Service Continuity Report presented the
reliability performance indices for the Canadian utilities including and excluding the
major outage event of 1998 ice storm. The difference in calculated indices is profound
when the 1998 ice storm is included.
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12.2.3 System Characteristics

The identification of the system or part of the system as rural, urban, suburban, or a
mixture of these demographics is important. The system reliability characteristics of
individual utilities differ due to diversities in service areas, load densities, circuit ratios,
system topologies, weather environments, and service standards. Urban systems usually
have short supply feeders, underground circuits, and alternative power supplies, while
rural systems typically have long supply feeders, overhead circuits, and dedicated power
supplies.

Distribution systems across the country coverwidely varying terrain and are exposed
to widely varying weather patterns. Some distribution systems are routed through dense
vegetationwhileothersareroutedthroughopenfields.Someareasof thecountryhavehigh
lightning and windstorm activity while other areas experience little. Some distribution
systems servedense populations andare primarilyundergroundwhile others serving rural
populations are primarily overhead. Dense areas can have many feeder interconnections
while sparse areas are typically radial. All of these factors can have a major impact on
reliability index values, and these types of differences should always be taken into
consideration when comparing reliability indices among different distribution systems.

It is important that the identification of the system or part of the system as rural,
urban, suburban, or a mixture of demographics is crucial in setting reliability standards.
Within a utility system, different parts of the system will have different performance
levels due to demographics that will impact the calculated long-term historic and current
year standard metric values. In addition, any cross-comparison between utilities would
need to take these differences into account to make such comparisons valid.

The identification of the system, or part of the system, as overhead, underground, or
a mixture will also have significant impact on distribution system reliability indices.
Within a utility system, these different construction types result in different performance
levels that impact the calculated long-term historic and current year standard metric
values. As stated earlier, any cross-comparison between utilities would need to take these
system design differences into account to make such comparisons valid.

12.2.4 Outage Data Collection Systems

In addition to geography, reliability indices can vary substantially based on a utility’s
data gathering practices. At present, many utilities compute reliability indices based on
outage reports that aremanually filled by field crew.Manual data collection tends to omit
a significant percentage of interruptions and inaccurately account for customer restora-
tion due to system reconfiguration procedures. To overcome data collection problems,
many utilities are moving toward the installation of outage management systems that
automatically track customer interruptions as they occur. After the installation of the
electric outage management systems, some utilities have found that their SAIDI values
increased. This does not imply that reliability worsens for those utilities that installed
outage management systems. Rather, reliability indices are now more accurate. Ideally,
the outage data collection system should be fully automated if cross-comparisons of
reliability performances between similar utilities are to be performed.
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System coverage in the automatic outage management system can have a profound
impact on the calculated reliability performance indices. The range of system coverage
can be from the entire distribution system (i.e., entire system from substation breaker
down to customer meter), the substation breaker down to the distribution transformer, or
just the substation breaker only. Some utility outage data collection systems collect
outage data only at the feeder breaker level. Collecting only at the feeder breaker level
distorts a utility’s reliability performance since those outages that occur beyond the
feeder breaker level are not included. This important aspect of data collection must also
be taken into account when making cross-comparisons of reliability performance
between utilities. Ideally, the system coverage in the electric outage management system
should be extended to the individual customer level.

12.3 PERFORMANCE INDICES AT DIFFERENT SYSTEM LEVELS
OF A UTILITY

System-wide performance indices provide a good indication of the long-term average
system performance; however, these system level indices tend tomask unusually good or
poor performance in regions, crew service areas, or individual feeders of the same
utility. To illustrate performance indices variations at different system levels of a utility,
Table 12.1 presents the average SAIFI and SAIDI indices for a Canadian integrated
utility (IU) at the system and region levels for the operating period 1997–2001. An
integrated utility denotes a utility with urban, suburban, rural, and a mixture of systems
for the purpose of this chapter. The identity of the utility is unknown as per Canadian
ElectricityAssociation’s confidentiality rules. In Tables 12.1–12.4, SAIFI and SAIDI are
given as interruptions per year and hours per year, respectively.

TABLE 12.1. Reliability Indices at System and Regional Levels of an Integrated Utility

System level
SAIFI¼ 1.17, SAIDI¼ 1.93

Regional level
Region 1 Region 2 Region 3
SAIFI¼ 1.37 SAIFI¼ 0.75 SAIFI¼ 1.22
SAIDI¼ 2.07 SAIDI¼ 1.35 SAIDI¼ 2.15

TABLE 12.2. Reliability Indices at Crew Center Level of an Integrated Utility

Crew center (CC) level
Region 1 Region 2 Region 3
CC1-Urban CC1-Urban CC1-Urban
SAIFI¼ 1.68 SAIFI¼ 0.97 SAIFI¼ 1.16
SAIDI¼ 2.32 SAIDI¼ 1.07 SAIDI¼ 1.91

CC2-Rural CC2-Rural CC2-Rural
SAIFI¼ 2.60 SAIFI¼ 1.16 SAIFI¼ 1.06
SAIDI¼ 4.93 SAIDI¼ 4.44 SAIDI¼ 1.63
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Table 12.2 provides SAIFI and SAIDI indices for the same integrated utility at the
crew center level. Table 12.3 presents the reliability performance indices for the same
integrated utility at the feeder level. An examination of Tables 12.1–12.3 indicates that
the reliability indices for the same integrated utility at different system levels are
different.

At the customer level, the SAIFI and SAIDI values are at a magnitude higher than
that of the system level. Also, different regions and crew centers have different reliability

TABLE 12.3. Reliability Indices at Feeder Level of an Integrated Utility

Feeder level indices
Feeder 1: rural Feeder 2: urban Feeder 3: urban
SAIFI¼ 3.39 SAIFI¼ 3.41 SAIFI¼ 3.59
SAIDI¼ 13.23 SAIDI¼ 12.98 SAIDI¼ 9.97

Feeder 4: urban Feeder 5: urban Feeder 6: urban
SAIFI¼ 3.04 SAIFI¼ 1.90 SAIFI¼ 3.14
SAIDI¼ 7.42 SAIDI¼ 7.47 SAIDI¼ 6.85

Figure 12.2. Major cause contribution to overall Canadian SAIFI.
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levels because of variations in system operating configurations, operating and mainte-
nance policies, age of the infrastructure, crew center proximity, weather conditions, and
whether the system is urban or rural. It is extremely important to consider these variations
in reliability performances at different levels of system hierarchy in setting reliability
standards by regulatory agencies. A region in Tables 12.1 and 12.2 consists of a number
of crew centers. There are crew centers with higher and lower reliability levels than the
region level performancewithin the same region depending on the age of the equipment,
weather pattern, system design, or maintenance practices. In Table 12.2, only indices for
one urban crew center and one rural crew center in a region are presented to illustrate
differences in reliability at different system levels. Although the figures shown in
Table 12.2 are higher than the region level figures, there are crew centers with higher
reliability than the region level reliability in the same region.

Figures 12.2-12.4 present major cause contributions to SAIFI, SAIDI, and CAIDI
indices at the overall Canadian national level. Figures 12.5-12.7 present the trends in an
integrated Western Canada utility versus overall Canadian SAIFI, SAIDI, and CAIDI
indices for the period 1989–2002. For example, the 2001 CEA results are based on 23 U.
S. companies along with 39 Canadian utilities.

An integrated utility includes rural, urban, and amixture of urban/rural systems. The
particular utility has long stretched transmission lines from south to north and is a
voltage-constrained system. Its crew centers are scattered all over the service territories
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unlike urban utilities such as City of Winnipeg, York Hydro, and Edmonton Power. The
integrated Western Canada utility is a low load density system. As mentioned earlier, it
has maintenance crew stationed strategically so that in the event of an equipment failure,
the crew can reach the faulted location in the shortest possible time. The utility also
maintains an adequate number of equipment spares in stock for fast replacement of
catastrophically faulted equipment.

The Canadian performance indices indicate that customer interruptions due to
transmission system problems (e.g., loss of supply) are significant and therefore should

Figure 12.4. Major cause contribution to overall Canadian CAIDI.

Figure 12.5. An integratedWestern Canada utility’s SAIFI versus the CEA overall average SAIFI.
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be taken into consideration in setting distribution system reliability standards. In
addition, Figs. 12.5-12.7 indicate that an integrated Western Canada utility’s reliability
performance is significantly different from that of the Canadian Electricity Association
overall average. The computed indices depicted in Figs. 12.5-12.7 do not include the
1998 major ice storm event. As shown, the reliability performance for the integrated
Western Canada utility is better than that of the Canadian national averages. However,
there are utilities with different system characteristics with higher than national average
SAIFI, SAIDI, or CAIDI values. Figures 12.5-12.7 do not represent a norm, but rather
illustrate those utilities with different system characteristics and operations and mainte-
nance policies that have unique levels of system performance.

Figure 12.6. An integratedWesternCanadautility’s SAIDI versus theCEAoverall average SAIDI.

Figure 12.7. An integratedWesternCanadautility’s CAIDI versus theCEAoverall averageCAIDI.
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12.4 PERFORMANCE INDICES FOR DIFFERENT UTILITY TYPES

The Canadian Electricity Association maintains a comprehensive service continuity
outage database on behalf of the Canadian reporting utilities and U.S. companies. The
service continuity report on distribution system performance in Canadian electrical
utilities is published annually. The CEA report presents annual reliability indices such as
SAIFI and SAIDI, including the interruption cause contribution to the overall reliability
indices for the participating utilities.

Section 12.3 presented reliability performance indices at different levels of a utility.
This section presents average SAIFI and SAIDI indices for four Canadian utilities to
illustrate the differences in performance indices for different utility types. UU-1 is a
small urban utility with a comparatively high circuit ratio and low load density. UU-2 is a
large urban utility with a relatively low circuit ratio and relatively high load density. IU-1
is an integrated utility with a relatively high load density, and IU-2 is an integrated utility
with a relatively low load density. The identity of these four utilities is unknown as per
CEA confidentiality rules. Table 12.4 presents average SAIFI and SAIDI indices for the
four utilities based on the operating period 1992–2001.

Though exceptions could exist, the results shown in Table 12.4 indicate that the
reliability of urban utilities is better than that of integrated utilities due to design and other
operation and maintenance related differences. A large urban utility with relatively high
load density have experienced better reliability than a small urban utility with low load
density. The reliability performance of an integrated utility with a relatively low load
density is better than that of an integrated utility with a relatively high load density. It is
extremely important to include differences in system characteristics in establishing
distribution reliability standards.

12.5 CONCLUSIONS

This chapter has presented pertinent factors and issues that need to be incorporated into
the distribution system reliability performance standards. This chapter has illustrated
that there are wide variations between utilities and within a given utility. Major factors
and issues that need special considerations in setting reliability standards are geography,

TABLE 12.4. Reliability Performance Indices for Different Utility Types

Small Urban Utility (UU-1) Large Urban Utility (UU-2)

SAIFI¼ 1.87 SAIFI¼ 0.94
SAIDI¼ 1.29 SAIDI¼ 0.72

High Load Density Integrated
Utility (IU-1)

Low Load Density Integrated
Utility (IU-2)

SAIFI¼ 3.47 SAIFI¼ 1.50
SAIDI¼ 4.31 SAIDI¼ 3.68
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system design, operating andmaintenance practices, weather conditions, physical age of
electrical equipment, restoration practices, rural versus urban systems, high load density
versus low load density systems, overhead versus underground systems, manual outage
data collection versus automated outage data collection, major event exclusion or
inclusion, definition of terms for different indices and their calculations, and variation
in major event definitions. Exclusion of bulk power events, which constitute about 15%
of outages experienced by customers, would have significant impact on the standard
metrics. Since no two utilities are alike under the same regulatory jurisdictions,
benchmarking is not possible between utilities. Therefore, performance standards should
be set utility specific.

There are variations in weather normalization practices by different utilities. Some
utilities substitute an extremeweather event with a normal outage event in computing the
reliability indices, whereas some exclude the severe weather outage events altogether.
IEEE Standard 1366-2003 suggests segmenting the severe weather outage events
using the 2.5 Beta method. The CEA database containing 10 major causes of distribution
systemoutages canbe stratified and organized inmanyways (e.g.,with orwithoutweather
normalization, defective equipment reflecting aging of the distribution system, etc.).

Standards are perceived by utility personnel to be rigid requirements attached with
penalties. On the contrary, performance guidelines or performance targets set a cutoff
point, violation of which requires a rigorous review and causal analysis of poorly
performing circuits or areas needing reinforcements. Utilities, in general, favor targets or
guidelines over standards. Under the current uncertain time of deregulation, regulators
and utilities should work together to continue to ensure customer service reliability
performance at a reasonable cost. Setting reliability standards or guidelineswithout a full
understanding of underlying performance issues and possible consequences can have
significant societal cost consequences. Understanding the pertinent factor and issues is
critical to achieving this ultimate goal.
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13

STANDARDS FOR REREGULATED
DISTRIBUTION UTILITY

13.1 INTRODUCTION

In an attempt to reregulate the distribution segment of an electric power system, public
utility commissions (PUCs) are increasingly adopting a reward/penalty framework to
guarantee acceptable electric supply reliability. This reward/penalty framework is
commonly known as performance-based rate making (PBR). A PBR framework is
introduced to provide distribution utilities with incentives for economic efficiency gains
in the competitive generation and transmissionmarkets. A distribution utility’s historical
reliability performance records could be used to create practical PBR mechanisms. This
chapter presents actual reliability performance history from two different Canadian
utilities used to develop PBR frameworks for use in a reregulated environment. An
analysis of financial risk related to historic reliability data is presented by including
reliability index probability distributions in a PBR plan. In addition, this chapter
identifies a number of factors and issues that should be considered in generating a PBR
plan for a distribution utility. A brief analysis of cause contributions to reliability indices
is also performed and presented in this chapter. The historic reliability-based PBR
framework developed in this chapter will find practical applications in the emerging
deregulated electricity market.

Power Distribution System Reliability. By Ali A. Chowdhury and Don O. Koval
Copyright � 2009 the Institute of Electrical and Electronics Engineers, Inc.



Electric utility industry has been deregulated in many jurisdictions since the late
1980s in an attempt to develop a competitive electricity market for power generation and
transmission services. In deregulated markets, the distribution segment of the power
supply system has been reregulated to guarantee that the electric service received by
customers is reliable and the distribution system is planned, operated, and maintained
adequately and efficiently. Public utility commissions are increasingly turning to
distribution system reliability PBR to guarantee electric service reliability in competitive
markets. The basic objective of a PBR framework is to provide distribution companies
incentives for economic efficiency gains and discourage distribution utilities from
compromising supply reliability while pursuing economic profits.

The distribution system historic reliability performance information is extremely
useful in the sense that it renders an invaluable reference in initiating a performance-
based mechanism. This approach has been used by a number of public utility commis-
sions in the United States, Canada, Australia, Great Britain, and many other countries.
Most of the PUCs use distribution system historic performance to establish specified
electric supply reliability standards, and they also require that electric utilities maintain
at least 2–5 years of reliability performance data to remain within the range of their
historic system reliability performance levels.

Almost all PUCs who adopted performance-based regulation introduced a reward/
penalty structure (RPS) to encourage distribution utilities to maintain acceptable reliabil-
ity levels in the new competitive deregulated environment. In the new market environ-
ment, the performance-based regulation presents local distribution utilities with incen-
tives to operate efficiently and to be innovated in system planning, design, operation, and
maintenance. At the same time, a PBR also introduces a potential financial risk to
distribution companies due to the uncertainty with future system reliability performance.

Canadian electric utilities have a long history of collecting and reporting informa-
tion on the levels of electric service reliability to their customers. This chapter presents
some selected historical data for two disparate Canadian utilities that have been
maintaining the system reliability information for over two decades. Reliability index
probability distributions are developed from the actual system reliability performance
data and are used to demonstrate the potential financial risks related to prescribed reward/
penalty frameworks. The selected reliability performance data are also categorized into
the different cause codes and presented to display the historic contributions from these
causes to service reliability. This chapter will prove very useful for distribution
companies that are subject to performance-based regulation in the reregulated environ-
ment and will find practical applications in designing a utility-specific PBR plan.

13.2 COST OF SERVICE REGULATION VERSUS PERFORMANCE-
BASED REGULATION

Traditionally, rates that electric utilities charge are based on the cost of generating,
transmitting, and delivering electricity to its customers’ point of utilization. For fulfilling
their obligation to serve customers in a particular service territory, utilities were
guaranteed byPUCs a reasonable return on their investments in the utility infrastructures.
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Utilities normally designed their systems to very conservative and expensive design
standards in the cost of service regulation framework. Under the traditional cost of
service regulation plan, utilities aggressively handled reliability problems knowing that
the costs could be recovered. Deregulation of the electricity market changed everything.

To be competitive, utilities are reducing costs by deferring or canceling capital
projects and by increasing maintenance intervals. As a result, the reliability of these
utility systems is starting to deteriorate. Regulatory agencies are well aware that
competition might have a negative impact on system reliability. Competition in the
electric power industry provides incentives for enhanced performance, but it is not the
complete solution for a number of reasons. First, of the three segments of an electric
power system, only generation is being opened up to competition. In certain jurisdic-
tions, few for profit transmission companies have been established. The majority of
transmission and all distribution companies are still being regulated.

Customers are connected to a regulated distribution system that determines system
reliability experienced by them. As customers of regulated systems, customers cannot
switch distribution systems at their will if their reliability becomes unacceptable. For this
reason, regulatory agencies are looking for ways to define and establish distribution
reliability standards, and more and more utilities are finding themselves subject to
performance-based regulation. The basic steps associated with the traditional cost of
service regulation are as follows: (1) utility report costs, (2) regulators audit costs, (3)
regulators set rates to enable utility to recover costs plus a fair rate of return on the used and/or
useful capital invested, and (4) rates are periodically adjusted to reflect market and cost
conditions. The basic steps related to the performance-based regulation are as follows:
(1) performance requirements such as price and reliability standards are set more or less
independent of costs, (2) utilities invest in profitable cost reduction programs and improve
efficiency, and (3) utilities keep all or part of the increased profits.

The main effects of the cost of service regulation are as follows: (1) rates held at the
market rate, (2) profits are proportional to rate base, (3) if prudent, cost increases result in
increased rates, (4) cost reductions result in rate reductions, and (5) costs drive prices. On the
contrary, the main effects of performance-based regulation are as follows: (1) efficiency
improvements rewarded with higher profitability, (2) inefficiency penalized with lower profit-
ability, and (3) as opposed to the cost of service regulation, price drives costs in the PBR plan.
Efficiency incentives in the cost of service regulation regime are in general weak if utility
management is motivated by profits. In the PBR plan, efficiency incentives are strong if
utility management is motivated by profits.

13.3 A REWARD/PENALTY STRUCTURE IN THE PERFORMANCE-
BASED RATES

A PBR is a contract between a PUC and a utility that rewards a utility for providing good
reliability and/or penalizes a utility for providing poor reliability. Performance is
normally based on average customer interruption information at the system level or
at the customer level. This usually takes the form of system level reliability indices such
as SAIFI (System Average Interruption Frequency Index) and SAIDI (System Average
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Interruption Duration Index). These indices are computed using the following equations:

SAIFI ¼ number of customer sustained interruptions

number of customers served
per year ð13:1Þ

SAIDI ¼ sum of customer interruption durations

number of customers served
hours per year ð13:2Þ

A normal approach to implementing a performance-based rate is to have a “dead
zone”where neither a penalty nor a reward is assessed. If reliability isworse than the dead
zone boundary, a penalty is assessed. Penalties increase as reliability worsens and are
capped when a maximum penalty is reached. Similarly, if reliability is better than the
dead zone boundary, a reward is assessed, and the reward grows as reliability increases
and is capped at a maximum value.

A real reward/penalty structure integrated into a PBR plan is illustrated for a
Californian utility data discussed here. This particular PBR performance incentive
framework includes three ranges, upper, middle, and lower, for the annual SAIDI
reliability index. This particular RPS is structured in the following manner:

Upper Range : Penalty—$1million per 1min SAIDI above 65min up to $18million
at 83min and above.

Dead Zone : No reward or penalty—from 53min SAIDI to 65min SAIDI.

Lower Range : Reward—$1 million per 1min SAIDI below 53min and up to $18
million at 35min and below.

A common method of implementing an RPS in a PBR plan is depicted in Fig. 13.1
using the data given above.

As shown in Fig. 13.1, this performance-based rate structure has a “dead zone” from
the SAIDI value of 53–65min, where neither a penalty nor a reward is assessed.

0.2 1.01.81.61.41.21.00.80.60.40

10
12
14
16
18
20

8
6
4
2
0

SAIDI

M
$

Penalty zoneReward zone

Dead zone

Figure 13.1. A general reward/penalty rate structure.
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The RPS depicted in Fig. 13.1 can be expressed by a mathematical model, as shown
in Equation (13.3). The financial penalty due to poor reliability associated with a reward/
penalty structure can be computed by combining this RPSwith related service reliability
index expressed in the form of a probability distribution. The expected system reward/
penalty payments could include both SAIFI and SAIDI contributions and are given by
Equations (13.4) and (13.5).

The reward and penalty payments are computed as

RP or PP ¼ f ðreliability indexÞ ð13:3Þ

ERP ¼
X

RPi � Pi ð13:4Þ

EPP ¼
X

PPi � Pi ð13:5Þ

where RP is reward payment, PP is the penalty payment, RPi is the reward payment
at SAIFIi or SAIDIi, PPi is the penalty payment at SAIFIi or SAIDIi, and Pi is the system
probability of SAIFIi or SAIDIi. ERP and EPP denote expected total reward and penalty
payments, respectively.

Equations (13.4) and (13.5) indicate that the reward/penalty structure dictates the
utility expected reward/penalty payments. It is therefore important that the reward/
penalty policies should be designed with extreme care to encourage distribution utilities
tomaintain reliability levels in the dead zone. For example, if the RPS is designed using a
single-point long-term average estimate for SAIFI or SAIDI without a dead zone, the
utilities will be subject to frequent penalty payments due to the variability of annual
system reliability performance. This situation is depicted in Fig. 13.2.

Figure 13.2 dictates that to design a PBR framework, the historical average reliability
indices such as SAIFI and SAIDI should reside in the dead zone of the proposed reward/
penalty structure and ideally in the middle of the dead zone. The dead zone spread should
be related to the standard deviation of the SAIFI and SAIDI indices. The dead zonewas set
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Figure 13.2. A reward/penalty structure without a dead zone.
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at�1 standard deviation in the studies discussed in this chapter. The impact of dead zone
width on the reward/penalty structurewas investigated using�2 standard deviations. The
utilities and the public utility commissions can negotiate the proper bandwidth for the
dead zone of the RPS using utility-specific reliability performance and system char-
acteristics. The financial parameters for reward and penalty in the PBR plan should be
related to the incentive strategy established by the public utility commissions.

13.4 HISTORICAL SAIFI ANDSAIDI DATAANDTHEIRDISTRIBUTIONS

TheCanadianElectricityAssociation (CEA)maintainsacomprehensive servicecontinuity
outage database on behalf of the Canadian reporting utilities. The service continuity report
ondistribution systemperformance inCanadian electric utilities is published annually. The
CEA report presents annual reliability indices such as SAIFI and SAIDI, including the
interruptioncausecontributionstotheoverallreliabilityindicesfortheparticipatingutilities.

Tables 13.1 and 13.2 show the annual SAIFI and SAIDI indices for two disparate
integrated and urban Canadian utilities for the 10-year period from 1995 to 2004. For the
purpose of this chapter, an integrated investor owned utility (IIOU) includes rural, urban,
and mixture of urban/rural systems. The particular utility has long stretched transmission
lines from south to north and is avoltage-constrained system. Its crew centers are scattered
all over the service territories unlike a large urban utility (LUU) such as City ofWinnipeg,
York Hydro, Edmonton Power, and so on. The integrated investor owned utility is a low
load density system. The large urban utility is a relatively big urban system with a
normally low circuit ratio and high load density. The large urban system has short supply
feeders, underground circuits, and alternative power supplies, while the integrated
investor owned utility containing urban and rural systems have a mixture of short and
long supply feeders, overhead circuits, and dedicated power supplies. The identity of these
utilities is unknown as per company confidentiality rules.

Table 13.3 shows the average values of SAIFI and SAIDI and their standard
deviations for each utility system based on the 10-year historical data. Figures 13.3
and 13.4 depict the utility reliability performance presented in Tables 13.1–13.3.

TABLE 13.1. System Performance—SAIFI

Year IIOU LUU

1995 3.08 1.21
1996 3.15 1.32
1997 3.52 1.16
1998 4.17 1.26
1999 2.68 1.20
2000 3.02 1.17
2001 2.40 0.99
2002 2.53 1.35
2003 2.35 1.46
2004 2.35 1.25
Average 2.925 1.237
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As shown in Tables 13.1 and 13.2, there are only 10 years’ SAIFI and SAIDI values
in this analysis. Histograms of these data have been developed and combined with the
reward/penalty structure to create a PBR plan. The fundamental assumptionmade in this
investigation is that each system remains virtually constant over the period of study in
regard to design, maintenance, and operational changes. Obviously, this is a gross
assumption and therefore the histograms for these indices provide approximate proba-
bility distributions of the indices. The historical SAIFI and SAIDI data, however, contain
important information on the variation in the annual SAIFI and SAIDI indices and
provide an insight into the variation that can be expected in later years.

13.5 COMPUTATION OF SYSTEM RISKS BASED ON HISTORICAL
RELIABILITY INDICES

In the RPS of the PBR plan, the average historic values of the SAIFI and SAIDI should
ideally be located in the middle of dead zone. The dead zone width would have impacts
on the reward or penalty payments for a particular year reliability performance of a
utility. The sensitivity analysis of the dead zone width was performed using the �1 and
�2 standard deviations of the SAIFI and SAIDI indices in the following studies. This
method was used to create the dead zones shown in Tables 13.4 and 13.5 for�1 and�2
standard deviations, respectively, using the historical data for the 1995–2004 period for
the two disparate Canadian representative utility systems.

TABLE 13.2. System Performance—SAIDI

Year IIOU LUU

1995 4.62 2.03
1996 3.78 2.21
1997 4.58 1.88
1998 6.67 2.05
1999 3.73 1.69
2000 4.42 1.93
2001 3.43 1.58
2002 3.85 1.65
2003 4.62 1.81
2004 4.09 1.84
Average 4.379 1.867

TABLE 13.3. Average Values with Standard Deviations

SAIFI SAIDI

System Type Average SD Average SD

IIOU 2.925 0.560 4.379 0.863
LUU 1.237 0.114 1.867 0.186
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Figures 13.5–13.12 show the combination of the historical SAIFI and SAIDI data for
the two Canadian systems and four hypothetical reward/penalty structures. An infinite
number of possible RPS could be designed using the historical information. The main
focus in this analysis is on the determination of the appropriate location of the dead zone
rather than on the computation of the expected reward or penalty payments.

In Fig. 13.5, for the integrated investor owned utility with �1 standard deviation of
historical average value of SAIFI, there is a 20%probability that the system SAIFIwill lie
in the penalty zone. The systemSAIDI has 10%probability of residing in the penalty zone
in Fig. 13.6. Both structures presented in Figs. 13.5 and 13.6 show that the utility’s
performance does qualify for reward payments, 20% for SAIFI and 10% for SAIDI. The
utility should expect some future penalty payments according to the historic performance.
It can be seen from Figs. 13.5 and 13.6 that 40% outcomes are close to the penalty

Figure 13.3. Utility performance—SAIFI levels.

Figure 13.4. Utility performance—SAIDI levels.
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boundaries. The utility should make improvements that would move its performance
toward the center of the dead zone and avoid financial penalties from the regulator.

Figure 13.7 indicates that for the large urban utility with �1 standard deviation of
historical average value of SAIFI, there is 10% probability of reward payments and 20%
probability of penalty payments. Figure 13.7 also reveals that 30% outcomes are close to
the penalty boundaries. In Fig. 13.8, for the large urban utilitywith�1 standard deviation
of historical average value of SAIDI, there is a 20% probability that the system SAIDI
will lie in the reward zone and 50%outcomewill lie in the penalty zone. Thevariability in
individual year’s performance subjects the utility to some financial penalties in the future

TABLE 13.4. Dead Zones Using �1 Standard Deviation for the Two
Canadian Representative Utilities

Dead Zones

System Type SAIFI SAIDI

IIOU 2.365 3.485 3.316 5.242
LUU 1.123 1.351 1.681 2.053

TABLE 13.5. Dead Zones Using �2 Standard Deviations for the Two
Canadian Representative Utilities

Dead Zones

System Type SAIFI SAIDI

IIOU 1.805 4.045 2.653 6.105
LUU 1.009 1.465 1.495 2.239

Figure 13.5. Combination of the SAIFI histogramwith�1 standard deviation and a hypotheti-

cal reward/penalty framework for the integrated investor owned utility.
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unless improvements are made. The utility faces financial risks in the new PBR regime
due to the considerable variation associated with its past performance. The utility could
possibly earn rewards by making improvements.

It can be seen from Figs. 13.7 and 13.8 that the 40% of SAIFI outcomes and 30% of
SAIDI outcomes lie in the center of the dead zones. The large urban utility should make

Figure 13.6. Combination of the SAIDI histogramwith�1 standard deviation and a hypotheti-

cal reward/penalty framework for the integrated investor owned utility.

Figure 13.7. Combination of the SAIFI histogramwith�1 standard deviation and a hypotheti-

cal reward/penalty framework for the large urban utility.
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significant system improvements that would move its performance toward the center of
the dead zone and avoid financial penalties from the regulatory commissions.

The impact of dead zone width on the reward penalty structures was investigated by
setting the dead zone at�2 standard deviations for both SAIFI and SAIDI indices. Figures
13.9 and 13.10 show the combination of the SAIFI andSAIDI distributionswith�2 standard
deviations and the hypothetical RPS for the integrated investor owned utility, respectively.

Figure 13.8. Combination of the SAIDI histogramwith�1 standard deviation and a hypotheti-

cal reward/penalty framework for the large urban utility.

Figure 13.9. Combination of the SAIFI histogramwith�2 standard deviations and a hypotheti-

cal reward/penalty framework for the integrated investor owned utility.
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Figures 13.11 and 13.12 show the combination of the SAIFI and SAIDI distributions with
�2 standard deviations and the hypothetical RPS for the large urban utility, respectively.

Figures13.9and13.10showthat10%ofSAIFIandSAIDIoutcomes for the integrated
investor owned utility lie in the penalty zone for theRPSwith�2 standard deviations. The
60% of SAIFI outcomes and 80% of SAIDI outcomes lie in the center of the dead zones.
Figures 13.11 and 13.12 show the RPS for the large urban utility with �2 standard
deviations. For both SAIFI and SAIDI indices, the RPS with �2 standard deviations

Figure 13.10. Combination of the SAIDI histogram with �2 standard deviations and a hypo-

thetical reward/penalty framework for the integrated investor owned utility.

Figure 13.11. Combination of the SAIFI histogram with �2 standard deviations and a hypo-

thetical reward/penalty framework for the large urban utility.
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indicates that the largeurbanutility reliabilityperformancewill lie in thedeadzoneareas.A
significantoutcomefor thereliabilityperformancefor the largeurbanutilityliesclose tothe
penaltyzoneandnone lies in the rewardzone. It is, however, important tonote that thewidth
of the dead zone has significant impact on the reward/penalty structures, and utilities and
regulators should pay close attention to this aspect of the PBR plan.

The methodology used to develop the dead zone values shown in Tables 13.4
and 13.5 provides a consistent framework to create the upper and lower bounds based on
the utility’s past performance. The decision to use �1 or �2 standard deviations is
arbitrary and should be studied by both the utility and the regulator. As shown in Fig.
13.2, a single-point RPS for a systemwith no operating history or short operating history
would result in relatively high financial risks due to the fact that there is no prescribed
dead zone. It is obvious that in these cases, statistically significant historical data are
required to create a reasonable dead zone.

It can be seen from the results presented in Figs. 13.5–13.12 that extreme care is
required to develop appropriate dead zone width for both SAIFI and SAIDI. The
bandwidth should not unduly penalize a utility and should provide appropriate incentives
to encourage a utility to improve its reliability performance. As illustrated in this chapter,
a reward/penalty structure based on the distributions associated with historical utility
SAIFI and SAIDI indices could enable the investigation of the potential financial risks to
a utility and provide a consistent framework to performance-based regulation.

13.6 CAUSE CONTRIBUTIONS TO SAIFI AND SAIDI INDICES

The system reliability characteristics of individual utilities differ due to the differences in
service areas, load densities, system topologies, weather environments, company

Figure 13.12. Combination of the SAIDI histogram with �2 standard deviations and a hypo-

thetical reward/penalty framework for the large urban utility.
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management philosophies, service standards, and so on. Urban systems usually have
short supply feeders, underground circuits, and alternative power supplies. Their
reliability indices are, in most cases, better than those in rural systems.

An investigation of the causal contributions to SAIFI and SAIDI indices from
various system factors provides considerable insight into how the system performance
can be improved to avoid financial penalties in the new PBR regime. The Canadian
utilities divide the customer outages into the following codes:

. Unknown

. Scheduled outage

. Loss of supply

. Tree contact

. Lightning

. Defective equipment

. Adverse weather

. Adverse environment

. Human element

. Foreign interference

The major contributions to the service annual SAIFI and SAIDI indices can come
from quite different causes in urban and integrated systems. This section presents
the major interruption contributions for the two utility systems over the 1995–2004
period.

Figure 13.13 presents causal contributions to the annual SAIFI index for the
integrated investor owned utility. Figure 13.14 presents causal contributions to annual
SAIDI index for the integrated investor owned utility. Figure 13.15 presents the causal
contributions to the annual SAIFI index for the large urban utility, and Fig. 13.16 presents
the causal contributions to the annual SAIDI index for the large urban utility. The curves
in Figs. 13.13–13.15 designated as AI, AI-Schd, AI-Tree, AI-Lightn, AI-Def. Eq.,
AI-AW, and AI-Forgn represent the annual index (AI), the annual index excluding the
contribution from scheduled interruptions, the annual index excluding the contribution
from tree-related interruptions, the annual index excluding the contribution from
lightning-related interruptions, the annual index excluding the contribution from defec-
tive equipment, the annual index excluding the contribution from adverse weather-re-
lated interruptions, and the annual index excluding the contribution from foreign
interference, respectively. Contributions from interruption causes such as human error,
adverse environment, and loss of supply and unknown causes are insignificant compared
to those from earlier noted causes, and therefore, contributions to SAIFI and SAIDI
indices from these causes are not illustrated in Figs. 13.11–13.14.

Figures 13.17–13.20 present the percentage individual cause contributions to SAIF
and SAIDI indices of the integrated investor owned and large urban utilities. In these
figures, “all other causes” include interruption causes such as human error, adverse
environment, and loss of supply and unknown.
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Figure 13.13. Causal contributions to SAIFI for the integrated investor owned utility.
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Figure 13.14. Causal contributions to SAIDI for the integrated investor owned utility.
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Figure 13.15. Causal contributions to SAIFI for the large urban utility.

CAUSE CONTR IBUT IONS TO SAIF I AND SAID I INDICES 331



1

2

3

4

5

6

7

04030201  00 9998979695

Year

S
A

ID
I

Annual index (AI)

AI-Schd.

AI-Tree

AI-Lightn

AI-Def. Eq.

AI-AW

AI-Forgn

Legend

Figure 13.16. Causal contributions to SAIDI for the large urban utility.
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Figure 13.17. Percentage individual cause contributions to SAIFI for the integrated investor

owned utility.
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Figure 13.18. Percentage individual cause contributions to SAIFI for the large urban utility.
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Figure 13.19. Percentage individual cause contributions to SAIDI for the integrated investor

owned utility.
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It can be seen from Figs. 13.13–13.20 that scheduled outage, defective equipment,
adverse weather, lightning, and tree-related interruptions are major contributors to
annual SAIFI and SAIDI indices for both utilities in the 10-year period. A knowledge
base of primary contributing causes of service interruptions would permit a utility to
identify appropriate system improvement plans to avoid penalty payments in the
emerging PBR regime.

13.7 CONCLUSIONS

Public utility commissions are increasingly moving toward performance-based regu-
lation in a deregulated environment to ensure an acceptable level of service reliability
to customers. In this endeavor, PUCs are using utility historic reliability performance
as a major element in establishing specified service reliability performance guidelines.
The historic reliability information compiled by distribution utilities provides a
measure of past system performance, which is extremely useful in predicting future
system risks and the relevant remedial actions required to achieve specified service
reliability levels. This chapter has illustrated the applications of historic utility service
reliability performance to establish an appropriate reward/penalty structure in the
emerging performance-based regulation of distribution companies. This RPS also
includes incentives determined by the public utility commissions in regard to future
desired performance.
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Figure 13.20. Percentage individual cause contributions to SAIDI for the large urban utility.
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The system reliability characteristics of individual utilities differ due to diversities in
service areas, load densities, circuit ratios, system topologies, weather environments, and
service standards. Urban systems usually have short supply feeders, underground
circuits, and alternative power supplies, while rural systems typically have long supply
feeders, overhead circuits, and dedicated power supplies and are subject to varied
weather conditions. The historic reliability performance data for two different utility
systems presented in Tables 13.1 and 13.2 demonstrate the effects of systemdiversities. It
is therefore extremely important for regulatory commissions to include individual utility
system characteristics in setting a reward/penalty structure. Finally, the approach of
using reliability index probability distributions together with the average annual index
values is an important tool in eliminating the impact of annual index variations and
establishing appropriate reward/penalty structures in a PBR plan.
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14

CUSTOMER INTERRUPTION
COSTMODELS FOR LOAD POINT

RELIABILITY ASSESSMENT

14.1 INTRODUCTION

In a competitive energymarket in which power supply reliability can influence customer
purchasing decisions, electric utilities throughout the world are rapidly recognizing that
they cannot ignore customer preferences. Today’s energy market is characterized by
intense price competition and electric utilities are faced with new challenges of large
debts, budget constraints, safety, environment and economic issues, lower load growth
than in the past, need for more involvement of different stakeholders in the planning
and designing process, and more competitive nonconventional suppliers of electricity.
In addition, in a deregulated competitive energy market, electric utilities are under
conflicting pressures of providing even higher standards of service reliability and
holding the line on rates. The reliability cost–reliability worth system facility planning
approach offers a rational response to these conflicting customer and regulatory
demands. This chapter will present the basic concepts and their applications to
computing load point customer reliability indices and interruption costs. Case studies
showing the applications of load point reliability index calculations including customer
interruption costs in distribution system planning are described in detail in this chapter.

Power Distribution System Reliability. By Ali A. Chowdhury and Don O. Koval
Copyright � 2009 the Institute of Electrical and Electronics Engineers, Inc.



At present, the electric utilities throughout the world have confronted many chal-
lenges in an increasingly competitive market. The move to competition and deregulation
in the electric power sector is a global phenomenon. Utilities are already immersed in the
battle for customers and are reorganizing to become more efficient. The electric utility
industry is moving surprisingly rapidly in this direction, and utilities worldwide are
adopting different innovative strategies to position themselves to operate effectively in a
freemarket environment.Utilities are increasingly realizing that there is a need to embrace
excellence in all areas of customer service, financing, and technology.

Deregulation is forcing electric utilities into uncharted waters. For the first time,
the customer is looking for value-added services from their utilities, or they will start
shopping around. Failure to recognize customer needs has caused a great number of
business failures in numerous industries. The electric industries’ movement toward
a competitive market forces all related businesses to assess their focus, strengths,
weaknesses, and strategies. One of the major challenges to electric utilities is to increase
the market value of the services they provide with the right amount of reliability and to
lower its costs for operation,maintenance, and construction to provide customers power at
lower rates. For any power system supplying a specific mix of customers, there is an
optimum value of reliability that would result in lowest combined costs. Value-based
reliability planning is an attempt to achieve this optimum reliability in power systems.

14.2 CUSTOMER INTERRUPTION COST

The concept behind the cost–benefit reliability planning method and the application of
customer interruption cost figures in system planning and designing are briefly discussed
in Chapter 11. Reliability of electric service should be based on balancing the costs to a
utility and the value of the benefits received by its customers. Therefore, to render
a rational means of decision making in current planning and operating practices
for changing service continuity levels experienced by customers, it is necessary to
incorporate the utility costs and the costs incurred by customers associated with
interruptions of service in the analysis.

The annual cost values shown in Fig. 11.2 pictorially depict the economic con-
sequences of power interruptions as a function of reliability. A reliability cost/reliability
worth assessment is performed to determine when additional system facilities should be
planned. The additional source should be provided if the analysis indicates that the
improvement in service reliability would be cost-effective.

The design of reliable utility distribution feeder configurations to supply power to
industrial and commercial facilities is important because of the high costs associated
with power outages. There is a need to be able to consider the cost of power outages
when making design decisions and defining operating procedures for new and existing
utility power distribution feeder systems and configurations and to be able to conduct
quantitative cost versus reliability trade-off studies.

Sufficient informationwill be provided in this section so that reliability analyses can
be performed on various distribution feeder configurations without referring to other
texts. The discussion includes
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1. Basic model equations for reliability analysis

2. Fundamentals of basic utility feeder configurations

3. Economic evaluation of reliability

4. Cost of power outage data

5. Equipment reliability data

6. Examples of reliability analysis of various distribution feeder configurations.

14.3 SERIES AND PARALLEL SYSTEM MODEL EQUATIONS

The basic equations used in IEEE Standard 493-2007 (IEEE Gold Book) for a
two-component system whose component failure rates are l1 and l2 and whose
individual component average repair times are r1 and r2, respectively, are summarized
in Tables 14.1 and 14.2.

The key load point reliability indices used to define the reliability of the distribution
power delivery system to a single load point are

1. l, the frequency of load point interruptions per year

2. r, the average interruption duration expressed in hours per interruptions

3. U, the total annual interruption duration (i.e., hours per year).

Two reliability parameters are used to define distribution system electrical equipment
and each distribution feeder section i:

1. The failure rate of the section (li) or the failure rate of a specific electrical
component.

2. The average time to repair a faulty section (ri) or the average time to repair
a specific electrical component.

TABLE 14.1. Failure Rate Equations for Series and Parallel Systems

Failure Rate of a Series System Failure Rate of a Parallel System

ls ¼ l1þ l2 lp ¼ l1l2½r1þ r2�
1þ l1r1þ l2r2

lp 
 l1l2½r2þ r2�

TABLE 14.2. Average Repair Time Equations for Series and Parallel Systems

Average Repair Time for a Series System Average Repair Time for a Parallel System

rs ¼ l1r1þ l2r2þ l1l2r1r2
l1þ l2

rp ¼ r1r2

r1þ r2
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The cost of power interruptions to an individual load point depends on

1. l, the frequency of load point interruptions per year

2. L, the magnitude of the average load expressed in kilowatts

3. CIPKW, cost of load point interruptions expressed in $/kW of load interrupted

The cost of power interruptions to an individual load point (COLPI) is defined as

COLPI ¼ l� L� CIPKW $=year for an individual load point

The cost of distribution feeder outages to the customers (i.e., load points) being
serviced by the feeder is the sum of the cost of interruptions to each individual load point
and is defined as

Cost of distribution feeder line outages to all load points ¼
Xn
i¼1

COLPIi

where n is the number of load points being serviced by the distribution feeder, i is the
ith load point, and COLPIi is the individual load point interruption cost.

The component forced outage data presented in Table 14.3 will be used in distri-
bution feeder reliability analysis of all distribution feeder operating configurations.

14.4 DEDICATED DISTRIBUTION RADIAL FEEDER CONFIGURATION

The dedicated distribution radial feeder arrangement usually consists of three-phase
sections, either overhead or underground feeder sections, connecting the utility substa-
tion directly to the industrial or commercial customer as shown in Fig. 14.1 for a
two-section feeder.

Detailed calculations of the reliability indices as seen by industrial load point A
(i.e., 1000 kWaverage load) are provided in Table 14.4. With reference to Fig. 14.1, the
feeder line sections are connected in series; therefore, the frequency of interruptions (lA)
seen by industrial load point A is the sum of the failure rates of the two line sections.

TABLE 14.3. Component Forced Outage Data

Component l (failures/year)

Average
Repair
Time (h)

Utility substation (assumed ideal) 0.0 0.0
Utility feeder breaker (assumed ideal) 0.0 0.0
Distribution feeder section 2.0 failures/100 km/year 5.0
Feeder isolating device (assumed ideal) 0.0 0.0

(Manual and automatic)

Note: Manual isolating switching time¼ 1.0 h.
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lA ¼ l1þ l2 ¼ 0:2þ 0:4 ¼ 0:6 load point interruptions per year

The annual outage duration of the distribution electric supply to customer A is

UA ¼ l1rl þ l2 � r2 ¼ 0:2ð5:0Þþ 0:4ð5:0Þ
¼ 3:0 h of load point interruptions per year

The average interruption duration per outage at load point A is

rA ¼ UA=lA ¼ 3:0=0:6 ¼ 5 h per load point interruption

14.5 DISTRIBUTION RADIAL FEEDER CONFIGURATION SERVING
MULTIPLE CUSTOMERS

A distribution radial feeder consisting of three feeder sections and serving two customer
load points A and B is shown in Fig. 14.2. The average load of customers A and B is
assumed to be 1000 kW each.

Detailed calculations of the reliability indices as seen by industrial load points A
and B are provided in Tables 14.5 and 14.6, respectively.

TABLE 14.4. Load Point “A” Reliability Indices and Annual Cost of Outages

Section
Number

Length
(km)

l (failures
/year) r (h) U (h/year)

Load
(kW)

Cost
($/kW)

Cost
($/year)

1 10 0.2 5 1.0 1000.0 20.00 4000.00
2 20 0.4 5 2.0 1000.0 20.00 8000.00

Total 0.6 rav ¼ U=l
¼ 5:0

3.0 12,000.00
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Figure 14.1. Dedicated distribution radial feeder configuration.
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14.6 DISTRIBUTION RADIAL FEEDER CONFIGURATION SERVING
MULTIPLE CUSTOMERS WITH MANUAL SECTIONALIZING

To reduce the duration of customer interruptions caused by feeder section outages, the
feeder sections can be interconnected by switching and isolation devices that can be
either manual or automatic. A distribution radial feeder consisting of three feeder
sections separated by normally closed, manually operated isolating devices and serving

TABLE 14.6. Load Point “B” Reliability Indices and Annual Cost of Outages

Section
Number

Length
(km)

l (failures/
year) r (h) U (h/year)

Load
(kW)

Cost
($/kW)

Cost
($/year)

1 20 0.4 5 2.0 1000.0 20.00 8000.00
2 20 0.4 5 2.0 1000.0 20.00 8000.00
3 10 0.2 5 1.0 1000.0 20.00 4000.00

Total 1.0 rav
¼ U=l
¼ 5:0

5.0 20,000.00

Note: The reliability indices and the cost of interruptions for load points A and B are identical.

TABLE 14.5. Load Point “A” Reliability Indices and Annual Cost of Outages

Section
Number

Length
(km)

l (failures/
year) r (h) U (h/year)

Load
(kW)

Cost
($/kW)

Cost
($/year)

1 20 0.4 5 2.0 1000.0 20.00 8000.00
2 20 0.4 5 2.0 1000.0 20.00 8000.00
3 10 0.2 5 1.0 1000.0 20.00 4000.00
Total 1.0 rav

¼ U=l
¼ 5:0

5.0 20,000.00
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Figure 14.2. Distribution radial feeder configuration serving multiple customers.

342 CUSTOMER INTERRUPTION COST MODELS



two customer load points A and B is shown in Fig. 14.3. The average load of customers A
and B is assumed to be 1000 kW each.

Detailed calculations of the reliability indices as seen by industrial load point A are
provided in Table 14.7.

Note: The manual switching and isolation devices are assumed to be ideals
(i.e., lsw¼ 0.0); the time to open the manual switching and isolation devices will be
assumed to be 1.0 h; and the cost of a 5 h interruption is assumed to be $20.00/kWwhile
the cost of a 1 h interruption will be assumed to be $10.00/kW.

With reference to Fig. 14.3, a failure in feeder section 1 requires 5 h to repair and
affects both customers. When a feeder section 2 outage occurs, it can be manually
isolated (Fig. 14.4) in 1 h and the feeder reenergized to provide power to load point A.
When a feeder section 3 outage occurs, it can be manually isolated (Fig. 14.5) in 1 h and
the feeder reenergized to provide power to load point A.

Note: When the feeder sections are separated by manual sectionalizing devices,
load point A in the first section has a significantly lower average annual interruption
rate and a lower interruption duration (i.e., 2.6 h compared to 5 h/year with no feeder
sectionalizing).

When a feeder section 2 outage occurs, it can be manually isolated in 1 h and the
feeder reenergized to provide power to load point A.

TABLE 14.7. Load Point “A” Reliability Indices and Annual Cost of Outages

Section
Number

Length
(km)

l (failures/
year) r (h)

U
(h/year)

Load
(kW)

Cost
($/kW)

Cost
($/year)

1 20 0.4 5 2.0 1000.0 20.00 8000.00
2 20 0.4 1 0.4 1000.0 10.00 4000.00
3 10 0.2 1 0.2 1000.0 10.00 2000.00

Total 1.0 rav
¼ U=l
¼ 2:6

2.6 14,000.00
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Figure 14.3. Distribution radial manual sectionalized feeder configuration serving multiple

customers.
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When a feeder section 3 outage occurs, it can be manually isolated in 1 h and the
feeder reenergized to provide power to load point A.

The detailed calculations of the reliability indices as seen by industrial load point B
are provided in Table 14.8.

Note: The reliability indices and the cost of interruptions for load point B at the
end of the feeder sections are the same as the distribution feeder delivery system with
no sectionalizing devices.
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Figure 14.4. Feeder section 2 outage—manually isolated (i.e., switch opened).

Opened

Load point B Load point A 

20 km 

B

i th feeder section number-

 1   2  

Feeder 
breaker  i  

U
til

ity
di

st
rib

ut
io

n
su

bs
ta

tio
n

20 km 10 km 

 3  

A

NC

Figure 14.5. Feeder section 3 outage—manually isolated (i.e., switch opened).

TABLE 14.8. Load Point “B” Reliability Indices and Annual Cost of Outages

Section
Number

Length
(km)

l (failures/
year) r (h) U(h/year)

Load
(kW)

Cost
($/kW)

Cost
($/year)

1 20 0.4 5 2.0 1000.0 20.00 8000.00
2 20 0.4 5 2.0 1000.0 20.00 8000.00
3 10 0.2 5 1.0 1000.0 20.00 4000.00

Total 1.0 rav
¼ U=l
¼ 5:0

5.0 20,000.00
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14.7 DISTRIBUTION RADIAL FEEDER CONFIGURATION SERVING
MULTIPLE CUSTOMERS WITH AUTOMATIC SECTIONALIZING

To reduce both the frequency of customer interruptions and the duration of customer
interruptions caused by feeder section outages, the feeder sections are interconnected
with automatic isolating devices such as oil circuit recloser (OCR), circuit breaker,
fuse, and so on that are coordinated with the feeder substation breaker and each other.
An example of this type of distribution feeder is shown in Fig. 14.6. The average load
of customers A, B, and C is assumed to be 1000 kW each.

The impact of individual feeder section failures on the load points that are
interrupted is defined as follows:

1. When an outage occurs in distribution feeder section 1, the substation breaker
trips and interrupts the power to load points A, B, and C.

2. When an outage occurs in distribution feeder section 2, the OCR 1 trips before
the feeder breaker and interrupts the power to load points B and C. The power to
load point A is not interrupted.

3. When an outage occurs in distribution feeder section 3, the OCR 2 trips before
the feeder breaker andOCR1 and interrupts the power to load point C. The power
to load points A and B is not interrupted.

Note: In these examples, the relay and tripping time is assumed to be fast enough not
to disrupt any of the feeder loads (i.e., particularly computer-controlled loads). If the
equipment is susceptible to power anomalies of short duration, then the reliability
calculations will be significantly different.

Detailed calculations of the reliability indices as seen by industrial load point A are
provided in Table 14.9.

Note: The manual switching and isolation devices are assumed ideal (i.e., lOCR
0.0). The time to open the automatic switching and isolation devices will be assumed to
be approximately 0.0 h.
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Figure 14.6. Distribution radial automatic sectionalized feeder configuration serving multiple

customers.
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The cost of a 5 h interruption is assumed to be $20.00/kW, while the cost of a 1 h
interruption will be assumed to be $10.00/kW.

Detailed calculations of the reliability indices as seen by industrial load points B and
C are provided in Tables 14.10 and 14.11.

Note: In the distribution radial automatically sectionalized feeder, note the signifi-
cant reduction in the frequency of load point interruptions and costs of interruptions seen
by load points A and B. Load point C’s reliability indices are unchanged compared to the
other distribution feeder section configurations.

TABLE 14.10. Load Point “B” Reliability Indices and Annual Cost of Outages

Section
Number

Length
(km)

l(failures/
year) r (h) U(h/year)

Load
(kW)

Cost
($/kW)

Cost
($/year)

1 20 0.4 5 2.0 1000.0 20.00 8000.00
2 20 0.4 5.0 2.0 1000.0 20.00 8000.00
3 10 0.0 0.0 0.0 1000.0 0.0 0.0

Total 0.8 rav
¼ U=l
¼ 5:0

4.0 16,000.00

TABLE 14.9. Load Point “A” Reliability Indices and Annual Cost of Outages

Section
Number

Length
(km)

l (failures/
year) r (h) U(h/year)

Load
(kW)

Cost
($/kW)

Cost
($/year)

1 20 0.4 5 2.0 1000.0 20.00 8000.00
2 20 0.0 0.0 0.0 1000.0 0.0 0.0
3 10 0.0 0.0 0.0 1000.0 0.0 0.0

Total 0.4 rav
¼ U=l
¼ 5:0

2.0 8000.00

TABLE 14.11. Load Point “C” Reliability Indices and Annual Cost of Outages

Section
Number

Length
(km)

l (failures/
year) r (h) U(h/year)

Load
(kW)

Cost
($/kW)

Cost
($/year)

1 20 0.4 5 2.0 1000.0 20.00 8000.00
2 20 0.4 5 2.0 1000.0 20.00 8000.00
3 10 0.2 5 1.0 1000.0 20.00 4000.00

Total 1.0 rav
¼ U=l
¼ 5:0

5.0 20,000.00
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14.8 DISTRIBUTION SYSTEM LOOPED RADIAL FEEDERS

The load of distribution system’s industrial service area is supplied by two 25 kV
distribution feeder circuits as shown in Fig. 14.7. The 25 kV feeder from substations A
and B are operated as radial feeders although they can be interconnected by a normally
open tie point. The disconnects, lateral distributors, step-down transformers, fuses, and
the alternative supply are assumed to be 100% available in the analysis to simplify the
reliability value-based planning methodology.

The loading conditions at each load point are provided in Table 14.12 for the
operating year 2001. The service area is assumed to be entirely industrial. The
interruption cost for a 1 h interruption to an industrial customer is $9.62/average kW
load interrupted and for a 4 h interruption $18.544/average kW load interrupted.

14.8.1 Operating Procedures

If a fault occurs in any line section, the respective substation breaker is assumed to trip
and deenergize the entire feeder. The faulty line section is first isolated, and whether
some or the entire load is transferred to the adjacent substation depends on the following
operating conditions.

The normally opened tie switch interconnecting substationA andBwill be closed only if
the sum of the peak loads of the energized substation plus the isolated peak loads from the
deenergizedsubstationdoesnotexceed theratedcapacityof theenergizedsubstation. If thesum
exceeds the rated capacity of the substation, the normally opened tie switchwill not be closed.

14.8.2 Feeder Characteristics: Looped Radial Feeders—Manual
Sectionalizing

If both feeders are operated radially and are tied through a normally open tie switch, then
any line section outage can be manually isolated and the remaining line sections can be
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Figure 14.7. Distribution system looped radial feeders.

D ISTR IBUT ION SYSTEM LOOPED RADIAL FEEDERS 347



energized from the alternative feeder or from the nearest continuous feeder. The load
transfer is possible only when the feeder circuits and substations are unrestricted in
capacity and the substations are not overloaded. If the substation is overloaded, then the
load transfer will not occur. The reliability indices and the cost of interruptions for load
point “C” are illustrated in Table 14.15 for an unrestricted substation capacity.

The reliability indices and the cost of interruptions for each load point for three case
studies that will be evaluated are

1. l, the number of feeder outages per year.

2. U, total duration of feeder outages in hours per year.

3. r, average duration of a feeder outage.

4. Total annual interruption cost per year at each load point and the total annual cost
of interruptions for the distribution system.

Note: l(25 kV feeder failure rate)¼ 5.0 failures/100miles per year.

14.8.2.1 Case Study 1. Refer to Fig. 14.7 for Case Study 1.

The peak ratings for the 25 kV feeders from substations A and B are 10.0 and
7.5MVA, respectively, at a power factor of 0.90 lagging.

. . .manual feeder sectionalizing. . .

Tables 14.13–14.19 present the results for the reliability indices and interruption
costs for the Case Study 1 at the load points A, B, C, D, E, F, and G.

TABLE 14.13. Case Study 1: Load Point “A” Reliability Indices and Annual Cost of Outages

Section
Number

Length
(km)

l(failures/
year) r (h) U(h/year)

Load
(kW)

Cost
($/kW)

Cost
($/year)

1 6 0.30 4.0 1.20 482.02 18.544 2681.57
2 6 0.30 1.0 0.30 482.02 9.62 1391.11
3 3 0.15 1.0 0.15 482.02 9.62 695.55
4 2 0.10 1.0 0.10 482.02 9.62 463.70

Total 0.85 rav
¼ U=l
¼ 2:06

1.75 5231.94

TABLE 14.12. Peak and Average Load Values for Fig. 14.7

Load Point A B C D E F G

Average
load (kW)

482.02 349.58 2107.49 3785.32 2468.62 2066.68 395.01

Peak load
(kW)

626 545 2737 4916 3206 2684 513
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TABLE 14.15. Case Study 1: Load Point “C” Reliability Indices and Annual Cost of Outages

Section
Number

Length
(km)

l(failures/
year) r (h) U(h/year)

Load
(kW)

Cost
($/kW)

Cost
($/year)

1 6 0.30 4.0 1.20 2107.49 18.544 11,724.39
2 6 0.30 4.0 1.20 2107.49 18.544 11,724.39
3 3 0.15 4.0 0.06 2107.49 18.544 5862.19
4 2 0.10 1.0 0.10 2107.49 9.62 2027.41

Total 0.85 rav
¼ U=l
¼ 3:65

3.10 31,338.38

TABLE 14.16. Case Study 1: Load Point “D” Reliability Indices and Annual Cost of Outages

Section
Number

Length
(km)

l (failures/
year) r (h) U (h/year)

Load
(kW)

Cost
($/kW)

Cost
($/year)

1 6 0.30 4.0 1.20 3785.32 18.544 21,058.49
2 6 0.30 4.0 1.20 3785.32 18.544 21,058.49
3 3 0.15 4.0 0.60 3785.32 18.544 10,529.25
4 2 0.10 4.0 0.40 3785.32 18.544 7019.05

Total 0.85 rav
¼ U=l
¼ 4:00

3.10 59,665.73

TABLE 14.14. Case Study 1: Load Point “B” Reliability Indices and Annual Cost of Outages

Section
Number

Length
(km)

l(failures/
year) r (h) U(h/year)

Load
(kW)

Cost
($/kW)

Cost
($/year)

1 6 0.30 4.0 1.20 349.58 18.544 1944.78
2 6 0.30 4.0 1.20 349.58 18.544 1944.78
3 3 0.15 1.0 0.15 349.58 9.62 504.44
4 2 0.10 1.0 0.10 349.58 9.62 336.30

Total 0.85 rav
¼ U=l
¼ 3:12

2.65 4731.31

TABLE 14.17. Case Study 1: Load Point “E” Reliability Indices and Annual Cost of Outages

Section
Number

Length
(km)

l (failures/
year) r (h) U (h/year)

Load
(kW)

Cost
($/kW)

Cost
($/year)

1 6 0.10 4.0 0.40 2468.62 18.544 4577.81
2 3 0.15 1.0 0.15 2468.62 9.62 3562.22
3 4 0.20 1.0 0.20 2468.62 9.62 4749.62
4 16 0.80 4.0 3.20 2468.62 18.544 36,622.47

Total 1.25 rav
¼ U=l
¼ 3:16

3.10 49,512.12
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14.8.2.2 Case Study 2. Refer to Fig. 14.7 for Case Study 2.

The peak ratings for the 25 kV feeders from substations A and B are 20.0 and
17.5MVA, respectively, at a power factor of 0.90 lagging.

. . .manual feeder sectionalizing. . .

Tables 14.20–14.26 present the results for the reliability indices and interruption
cost for the Case Study 2 at the load points A, B, C, D, E, F, and G.

TABLE 14.18. Case Study 1: Load Point “F” Reliability Indices and Annual Cost of Outages

Section
Number

Length
(km)

l (failures/
year) r (h) U (h/year)

Load
(kW)

Cost
($/kW)

Cost
($/year)

1 6 0.10 1.0 0.10 2066.68 9.62 1988.15
2 3 0.15 4.0 0.60 2066.68 18.544 5748.68
3 4 0.20 1.0 0.20 2066.68 9.62 3976.29
4 16 0.80 4.0 3.20 2066.68 18.544 30,659.61

Total 1.25 rav
¼ U=l
¼ 3:28

4.10 42,372.73

TABLE 14.19. Case Study 1: Load Point “G” Reliability Indices and Annual Cost of Outages

Section
Number

Length
(km)

l (failures/
year) r (h) U (h/year)

Load
(kW)

Cost
($/kW)

Cost
($/year)

1 6 0.10 1.0 0.10 395.01 9.62 380.00
2 3 0.15 4.0 0.60 395.01 18.544 1098.76
3 4 0.20 4.0 0.80 395.01 18.544 1465.01
4 16 0.80 4.0 3.20 395.01 18.544 5860.05

Total 1.25 rav
¼ U=l
¼ 3:76

4.70 8803.82

TABLE 14.20. Case Study 2: Load Point “A” Reliability Indices and Annual Cost of Outages

Section
Number

Length
(km)

l (failures/
year) r (h) U (h/year)

Load
(kW)

Cost
($/kW)

Cost
($/year)

1 6 0.30 4.0 1.20 482.02 18.544 2681.57
2 6 0.30 1.0 0.30 482.02 9.62 1391.11
3 3 0.15 1.0 0.15 482.02 9.62 695.55
4 2 0.10 1.0 0.10 482.02 9.62 463.70

Total 0.85 rav
¼ U=l
¼ 2:06

1.75 5231.94
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TABLE 14.21. Case Study 2: Load Point “B” Reliability Indices and Annual Cost of Outages

Section
Number

Length
(km)

l (failures/
year) r (h) U (h/year)

Load
(kW)

Cost
($/kW)

Cost
($/year)

1 6 0.30 1.0 0.30 349.58 9.62 1008.89
2 6 0.30 4.0 1.20 349.58 18.544 1944.78
3 3 0.15 1.0 0.15 349.58 9.62 504.44
4 2 0.10 1.0 0.10 349.58 9.62 336.30

Total 0.85 rav
¼ U=l
¼ 2:06

1.75 3794.41

TABLE 14.22. Case Study 2: Load Point “C” Reliability Indices and Annual Cost of Outages

Section
Number

Length
(km)

l (failures/
year) r (h) U (h/year)

Load
(kW)

Cost
($/kW)

Cost
($/year)

1 6 0.30 1.0 0.30 2107.49 9.62 6082.22
2 6 0.30 1.0 0.30 2107.49 9.62 6082.22
3 3 0.15 4.0 0.06 2107.49 18.544 5862.19
4 2 0.10 1.0 0.10 2107.49 9.62 2027.41

Total 0.85 rav
¼ U=l
¼ 1:53

1.30 20,054.03

TABLE 14.23. Case Study 2: Load Point “D” Reliability Indices and Annual Cost of Outages

Section
Number

Length
(km)

l (failures/
year) r (h) U (h/year)

Load
(kW)

Cost
($/kW)

Cost
($/year)

1 6 0.30 1.0 0.30 3785.32 9.62 10,924.43
2 6 0.30 1.0 0.30 3785.32 9.62 10,924.43
3 3 0.15 1.0 0.15 3785.32 9.62 5462.22
4 2 0.10 4.0 0.40 3785.32 18.544 7019.05

Total 0.85 rav
¼ U=l
¼ 1:35

1.15 34,330.58

TABLE 14.24. Case Study 2: Load Point “E” Reliability Indices and Annual Cost of Outages

Section
Number

Length
(km)

l (failures/
year) r (h) U (h/year)

Load
(kW)

Cost
($/kW)

Cost
($/year)

1 6 0.10 4.0 0.40 2468.62 18.544 4577.81
2 3 0.15 1.0 0.15 2468.62 9.62 3562.22
3 4 0.20 1.0 0.20 2468.62 9.62 4749.62
4 16 0.80 1.0 0.80 2468.62 9.62 18,988.50

Total 1.25 rav
¼ U=l
¼ 3:16

1.55 31,888.15
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14.8.2.3 Case Study 3. Refer to Fig. 14.7 for Case Study 3.

The peak ratings for the 25 kV feeders from substations A and B are 20.0 and
17.5MVA, respectively, at a power factor of 0.90 lagging.

. . .automatic feeder sectionalizing manual switches replaced with electronic
reclosers. . .

Tables 14.27–14.33 present the results for the reliability indices and interruption
costs for the Case Study 3 at the load points A, B, C, D, E, F, and G.

Tables 14.34 and 14.35 summarize the load point reliability and interruption cost
indices for the three case studies.

TABLE 14.25. Case Study 2: Load Point “F” Reliability Indices and Annual Cost of Outages

Section
Number

Length
(km)

l (failures/
year) r (h) U (h/year)

Load
(kW)

Cost
($/kW)

Cost
($/year)

1 6 0.10 1.0 0.10 2066.68 9.62 1988.15
2 3 0.15 4.0 0.60 2066.68 18.544 5748.68
3 4 0.20 1.0 0.20 2066.68 9.62 3976.29
4 16 0.80 1.0 0.80 2066.68 9.62 15,905.17

Total 1.25 rav ¼ U=l
¼ 1:36

1.70 27,618.28

TABLE 14.26. Case Study 2: Load Point “G” Reliability Indices and Annual Cost of Outages

Section
Number

Length
(km)

l (failures/
year) r (h) U (h/year)

Load
(kW)

Cost
($/kW)

Cost
($/year)

1 6 0.10 1.0 0.10 395.01 9.62 380.00
2 3 0.15 4.0 0.60 395.01 18.544 1098.76
3 4 0.20 4.0 0.80 395.01 18.544 1465.01
4 16 0.80 1.0 0.80 395.01 9.62 3040.00

Total 1.25 rav ¼ U=l
¼ 1:84

2.30 5983.77

TABLE 14.27. Case Study 3: Load Point “A” Reliability Indices and Annual Cost of Outages

Section
Number

Length
(km)

l (failures/
year) r (h) U (h/year)

Load
(kW)

Cost
($/kW)

Cost
($/year)

1 6 0.30 4.0 1.20 482.02 18.544 2681.57
2 6 0.0 0.0 0.0 482.02 0.0 0.0
3 3 0.0 0.0 0.0 482.02 0.0 0.0
4 2 0.0 0.0 0.0 482.02 0.0 0.0

Total 0.30 rav
¼ U=l
¼ 4:0

1.20 2681.57
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TABLE 14.28. Case Study 3: Load Point “B” Reliability Indices and Annual Cost of Outages

Section
Number

Length
(km)

l (failures/
year) r (h) U (h/year)

Load
(kW)

Cost
($/kW)

Cost
($/year)

1 6 0.30 1.0 0.30 349.58 9.62 1008.89
2 6 0.30 4.0 1.20 349.58 18.544 1944.78
3 3 0.0 0.0 0.0 349.58 0.0 0.0
4 2 0.0 0.0 0.0 349.58 0.0 0.0

Total 0.60 rav
¼ U=l
¼ 2:5

1.50 2953.67

TABLE 14.29. Case Study 3: Load Point “C” Reliability Indices and Annual Cost of Outages

Section
Number

Length
(km)

l (failures/
year) r (h) U (h/year)

Load
(kW)

Cost
($/kW)

Cost
($/year)

1 6 0.30 1.0 0.30 2107.49 9.62 6082.22
2 6 0.30 1.0 0.30 2107.49 9.62 6082.22
3 3 0.15 4.0 0.06 2107.49 18.544 5862.19
4 2 0.0 0.0 0.0 2107.49 0.0 0.0

Total 0.75 rav
¼ U=l
¼ 1:60

1.20 18,026.63

TABLE 14.30. Case Study 3: Load Point “D” Reliability Indices and Annual Cost of Outages

Section
Number

Length
(km)

l (failures/
year) r (h) U (h/year)

Load
(kW)

Cost
($/kW)

Cost
($/year)

1 6 0.30 1.0 0.30 3785.32 9.62 10,924.43
2 6 0.30 1.0 0.30 3785.32 9.62 10,924.43
3 3 0.15 1.0 0.15 3785.32 9.62 5462.22
4 2 0.10 4.0 0.40 3785.32 18.544 7019.05

Total 0.85 rav
¼ U=l
¼ 1:35

1.15 34,330.58

TABLE 14.31. Case Study 3: Load Point “E” Reliability Indices and Annual Cost of Outages

Section
Number

Length
(km)

l (failures/
year) r (h) U (h/year)

Load
(kW)

Cost
($/kW)

Cost
($/year)

1 6 0.10 4.0 0.40 2468.62 18.544 4577.81
2 3 0.0 0.0 0.0 2468.62 0.0 0.0
3 4 0.0 0.0 0.0 2468.62 0.0 0.0
4 16 0.80 1.0 0.80 2468.62 9.62 18,988.50

Total 0.90 rav
¼ U=l
¼ 1:33

1.20 23,576.31
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TABLE 14.32. Case Study 3: Load Point “F” Reliability Indices and Annual Cost of Outages

Section
Number

Length
(km)

l (failures/
year) r (h) U (h/year)

Load
(kW)

Cost
($/kW)

Cost
($/year)

1 6 0.0 0.0 0.0 2066.68 0.0 0.0
2 3 0.15 4.0 0.60 2066.68 18.544 5748.68
3 4 0.0 0.0 0.0 2066.68 0.0 0.0
4 16 0.80 1.0 0.80 2066.68 9.62 15,905.17

Total 1.15 rav
¼ U=l
¼ 1:47

1.4 21,653.85

TABLE 14.33. Case Study 3: Load Point “G” Reliability Indices and Annual Cost of Outages

Section
Number

Length
(km)

l (failures/
year) r (h) U (h/year)

Load
(kW)

Cost
($/kW)

Cost
($/year)

1 6 0.0 0.0 0.0 395.01 0.0 0.0
2 3 0.15 4.0 0.60 395.01 18.544 1098.76
3 4 0.20 4.0 0.80 395.01 18.544 1465.01
4 16 0.80 1.0 0.80 395.01 9.62 3040.00

Total 1.1 rav
¼ U=l
¼ 1:91

2.20 5603.77

TABLE 14.34. Summary of Load Point Reliability Indices for the Three Case Studies

Load
Point

l
(outages/
year)

U(h/
year)

r (h/
outage)

Interrupt
Cost
($/Year)

Substation A
Capacity
(MVA)

Substation B
Capacity
(MVA)

Type of
Feeder
Sectionalizing

A 0.85 1.75 2.06 5231.94 10.0 7.5 Manual
0.85 1.75 2.06 5231.94 20.0 17.5 Manual
0.30 1.20 4.00 2681.57 20.0 17.5 Automatic

B 0.85 2.65 3.12 4730.31 10.0 7.5 Manual
0.85 1.75 2.06 3792.41 20.0 17.5 Manual
0.60 1.50 2.50 2953.67 20.0 17.5 Automatic

C 0.85 3.10 3.65 31,338.38 10.0 7.5 Manual
0.85 1.30 1.53 20,054.03 20.0 17.5 Manual
0.75 1.20 1.60 18,026.63 20.0 17.5 Automatic

D 0.85 3.40 4.00 59,665.73 10.0 7.5 Manual
0.85 1.15 1.35 34,330.58 20.0 17.5 Manual
0.85 1.15 1.35 34,330.58 20.0 17.5 Automatic
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14.9 CONCLUSIONS

This chapter has discussed the basic reliability concepts and models required for
value-based distribution system planning. Three case studies clearly reveal how to
evaluate the impact of manual and automatic switching in reliability modeling of
distribution systems. The methodology presents the theory and models for assessing
the cost of interruptions for individual customers load points serviced by a given
distribution operating configuration. The total system interruption costs based on the
aggregation of individual load point interruption costs provides the basic framework for
value-based reliability planning in which the reliability cost to modify a system can be
balanced against the cost of interruptions. The reliability methodology for determining
the key consumer indices, that is, the frequency and duration of load point interruptions is
discussed. Three case studies presented in this chapter are based on an actual distribution
system.
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15

VALUE-BASED PREDICTIVE
RELIABILITY ASSESSMENT

15.1 INTRODUCTION

Society is becoming increasingly dependent on a cost-effective reliable electric power
supply. Unreliable electric power supplies can be extremely costly to electric utilities and
their customers. Predictive reliability assessment combines historical outage data and
mathematical models to estimate the performance of specific network and system
configurations (e.g., IEEE Standard 493–2007). This chapter is concerned with the
value-based assessment of proposed modifications to an existing industrial distribution
system configuration to minimize the costs of interruptions to both utility and its
industrial customers. It presents a series of case studies of an actual customer load area
supplied by two feeder circuits originating from two alternative substations. Each case
study reveals the impact on the cost of industrial load point interruptions and the
frequency and duration of industrial load point interruptions when various system
constraints (e.g., ideal and nonideal protection coordination schemes, substation capac-
ity restrictions, etc.) are imposed on the distribution system. The chapter discusses in
some detail the variance in reliability performance indices and its impact on the cost of
load point interruptions. A basic conclusion of this chapter is that expansion plans of an
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industrial distribution system can be optimized in terms of reliability by using an
economic criterion in which the sum of both the industrial facility interruptions and the
utility system costs are minimized.

As stated earlier in Chapters 1 and 10, two approaches to reliability evaluation of
power system distribution systems are frequently used, namely, historical assessment
and predictive assessment. Historical reliability assessment involves the collection and
analysis of an electric system’s outage and interruption data. It is essential for electric
utilities to measure actual distribution system reliability levels and define performance
indicators to assess their basic functions of providing cost-effective reliable power
supply to all sectors of society.

The distribution system is an important part of the total electrical supply system, as it
provides the final link between a utility’s bulk transmission system and its customers. It
has been reported that 80% of all customer interruptions occur due to failures in
distribution systems. Historical assessment generally analyzes discrete interruption
events occurring at specific locations over specific time periods, whereas predictive
assessment determines the long-term behavior of systems by combining component
failure rates and the duration of repair, restoration, switching, and isolation activities that
describe the central tendency of an entire utility’s distribution system of the possible
values for given network configurations. Accurate component outage data are therefore
key to distribution system predictive performance analysis. In addition to the physical
configuration of the distribution network, the reliability characteristics of system
components, the operation of protection equipment, and the availability of alternative
supplies with adequate capacity also have a significant impact on service reliability.

In practice, the determination of acceptable levels of service continuity is generally
achieved by comparing the actual interruption frequency and duration indices with
arbitrary targets. These targets are based on the perception of customer tolerance levels
for service interruptions. It has, however, long been recognized that rules of the thumb
and implicit criteria cannot be used in a consistent manner when a very large number of
capital investments and operating decisions are routinely beingmade. As a result, there is
a growing interest in economic optimization approaches to distribution planning and
expansion. The basic concepts involved in utilizing customer interruption costs (CICs) in
association with customer reliability indices in distribution system planning are illus-
trated in this chapter as well as in the subsequent chapters. The basic distribution system
used in illustrating the value-based planning concept is the same distribution system that
has been used in Chapter 14.

15.2 VALUE-BASED RELIABILITY PLANNING

Section 11.6 briefly discussed value-based reliability planning principle with a very
simple illustrative example. This chapter provides an in-depth insight into the value-
based reliability methodology using a practical distribution system that has been
introduced in Chapter 14 for computing load point reliability index calculation purposes.

A value-based reliability planning approach attempts to locate the minimum cost
solution where the total cost includes the utility investment costs plus the operating costs
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plus the customer interruption costs as shown in Fig. 11.2. Figure 11.2 illustrates how
utility costs (i.e., reflected in customer rates) and customer interruption costs are
combined to give “total cost.”

The value of service, that is, the worth of reliability expressed in terms of costs of
customer interruptions can be established on the basis of actual surveys of customer
perception regarding the level of service reliability they are willing to pay for. By
establishing a method of giving a dollar value to various levels of service reliability, it is
possible to ascertain the balance where distribution system reliability is best matched.
The data compiled from customer surveys lead to the creation of sector damage
functions. The cost of interruptions at a single customer load point depends entirely
on the cost characteristics of that customer. The sector damage function presents the
sector interruption costs as a function of the duration of service interruptions. The
customer costs associatedwith an interruption at any load point in the distribution system
involve the combination of costs associated with all customer types affected by that
distribution system outage. This combination leads to the generation of a composite
customer damage function. Some references at the end of this chapter illustrate the
approach involved in creating a composite customer damage function. The customer
damage functions after escalation to 1995 Canadian dollars for each sector are shown in
Fig. 15.1. The cost of interruptions is expressed in dollars per kilowatt.
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Figure 15.1. Utility customer cost damage functions.
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Predicting distribution system reliability performance is normally concerned with
the electric supply adequacy at the customer load point. The basic indices used in practice
are load point average failure rate (l), average outage duration (r), and the average annual
outage time (U). For a radial system, the basic equations (IEEE Standard 493) for
calculating the reliability indices at each load point “p” in a radial circuit are

lp ¼
Xn
i¼1

li failures=year ð15:1Þ

Up ¼
Xn
i¼1

li � ri h=year ð15:2Þ

rp ¼ Up

lp
h=failure ð15:3Þ

where n is the number of outage events affecting load point “p.”
The steps associated with the value-based distribution system reliability planning

approach are summarized as follows:

Step 1: Calculate the reliability of each load point being serviced by a given
distribution system configuration considering all interruption events and system
constraints (e.g., voltage constraints) contributing to its unreliability for each
year of the economic life of the system.

Step 2: Estimate the expected annual cost of interruptions at each load point for each
year of its economic life using appropriate customer damage functions for the
customer types connected to the load point.

Step 3: RepeatSteps1and2forall loadpointsof thedistributionsystemconfiguration
under studyandobtain the total cost of interruptions for the systemfor eachyearof
its economic life by adding the individual load point interruption costs.

Step 4: Determine the cumulative present value (CPV) of the cost of interruptions for
the distribution system configuration over the economic life of the project.

Step 5: Determine the CPVof the cost of the utility reliability improvement project
(e.g., alterations to the distribution system configuration and/or operational
practices) over the economic life of the project.

Step 6: Determine the benefit–cost ratio of the project. This ratio can then be used in
the decision-making process. If the benefit–cost ratio is less than 1, a utility
cannot economically justify the system.

15.3 DISTRIBUTION SYSTEM CONFIGURATION CHARACTERISTICS

The objective of this chapter on value-based reliability is to illustrate the ability of a
utility and its customers to assess the economic impact of modifying an existing
distribution system configuration (e.g., adding an additional feeder) in an attempt to

360 VALUE-BASED PREDICTIVE RELIABILITY ASSESSMENT



improve system reliability and to minimize the total cost of industrial customer
interruptions and utility costs and to evaluate the benefit–cost ratio for the system
modification. The load of a distribution system service area is supplied by two 25 kV
distribution feeder circuits, as shown in Fig. 15.2. The 25 kV feeders from substations A
and B are operated as radial feeders, although they can be interconnected by a normally
open tie point. The disconnects, lateral distributors, step-down transformers, fuses, and
the alternative supply are assumed to be 100% available in the analysis to illustrate the
reliability value-based planning methodology.

The load factor for the industrial service area is assumed to be 77%. The loading
conditions at each load point for 1995 are shown in Fig. 15.2. For the purposes of
simplicity, the service area is assumed to be entirely industrial. The peak rating for the
25 kV feeders from substationsA andB are 12.00 and 10.5MVAat a power factor of 0.90
lagging. The 25 kV feeder failure rate is assumed to be 2.0 failures per 100miles per year.

The CIC associated with an outage in section j (i.e., SECT) outage is

CIC ¼ lj � Lp � Cðrj; pÞ ð15:4Þ

where lj is the failure rate of feeder section j, Lp is the average connected load at load
point “p”, and C (rj, p) is the cost of interruption in dollars per kilowatt for an outage
duration of rj associated with feeder section j.

The total cost of interruptions for load point “p” can be determined by adding the
cost of all section outages (i.e., Steps 1 and 2). The total cost of customer interruptions for
all customers (Step 3) can then be evaluated.

Four case studies involving the distribution system will be presented. Each case
studywill involve a set of different constraints imposed on the two feeder circuits serving
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the industrial loads within the distribution system’s service area. To evaluate the load
point reliability levels for each case study, it is essential to have a working knowledge
base of the operation of the feeder circuits and their operational constraints. For
simplicity, it will be assumed that the average duration to repair any line section is
4 h and the duration to perform the necessary isolation, switching, and load transfer
activities to be an average of 1 h. In this chapter, multiple contingency outages are
neglected and the emphasis is placed on illustrating the value-based methodology that
can be used for distribution system reliability planning.

15.4 CASE STUDIES

Case Study 1: Feeder circuits radial

. Manual sectionalizing

. No feeder interties

If both feeders are operated radially with no interties, the calculation of the
reliability indices and the cost of load point interruptions for load point “C” are illustrated
in Table 15.1. With no feeder interties, the loads on unfaulted line sections cannot be
transferred to the adjacent feeder circuit. The reliability indices and costs of individual
load point interruptions are shown in Table 15.2 for Case Study 1.

Note that for a radial feeder, the failure rates for all load points on a feeder circuit are
identical. The load points farther from the substation supply experience longer inter-
ruption durations. Also, note that, for this distribution system, the larger loads (e.g., “D,”
“E,” and “F”) are located close to the ends of the distribution feeder circuits.

Case Study 2: Looped radial feeders

. Manual sectionalizing

. Unrestricted feeder tie capacity

If both feeders are operated radially and are tied through a normally open tie switch,
then any line section outage can bemanually isolated and the remaining line sections can

TABLE 15.1. Load Point “C” Reliability Indices and Annual Cost of Outages

Section
Length
(miles) l (failures/year) r (h)

Average Load
(kW) Cost ($/kW)

Interruption
Cost ($/year)

1 6 0.12 4 2107.49 18.544 4689.76
2 6 0.12 4 2107.49 18.544 4689.76
3 3 0.06 4 2107.49 18.544 2344.88
4 2 0.04 1 2107.49 9.620 810.96

Total 0.34 3.12 $12,535.35
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be energized from the alternative feeder or from the nearest continuous feeder. The load
transfer is possible because the feeder circuits and substation are assumed to be
unrestricted in capacity and the substations will not be overloaded. The reliability
indices and cost of interruptions for load point “C” are illustrated in Table 15.3. The
reliability indices and costs of load point interruptions are shown in Table 15.4.

TABLE 15.2. Distribution System Load Point Reliability Indices and Annual Cost of Outages:
Case Study 1

Load Point l (outages/year) U (hours/year) r (h/outage)
Interruption Cost

($/year)

A 0.34 0.70 2.06 2092.78
B 0.34 1.06 3.12 1892.12
C 0.34 1.24 3.65 12,535.35
D 0.34 1.36 4.00 23,866.29
E 0.50 1.58 3.16 19,804.85
F 0.50 1.64 3.28 16,949.09
G 0.50 1.88 3.76 3521.53

Annual cost of interruptions $80,662.01

TABLE 15.4. Distribution System Load Point Reliability Indices and Annual Cost of Outages:
Case Study 2

Load Point l (outages/year) U (hours/year) r (h/outage) Interruption Cost ($/year)

A 0.34 0.70 2.06 2092.78
B 0.34 0.70 2.06 1517.76
C 0.34 0.52 1.53 8021.61
D 0.34 0.46 1.35 13,732.23
E 0.50 0.62 1.24 12,755.26
F 0.50 0.74 1.48 11,416.17
G 0.50 0.92 1.84 2393.51

Annual cost of interruptions $51,929.33

TABLE 15.3. Load Point “C” Reliability Indices and Annual Cost of Outages

Section
Length
(miles) l (failures/year) r (h)

Average
Load (kW) Cost ($/kW)

Interruption
Cost ($/year)

1 6 0.12 1 2107.49 9.620 2432.89
2 6 0.12 1 2107.49 9.620 2432.89
3 3 0.06 4 2107.49 18.544 2344.88
4 2 0.04 1 2107.49 9.620 810.96

Total 0.34 1.53 $8021.61
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Note that the significant difference in the total industrial cost of interruptions when
the feeder circuits are operated strictly as radial feeders (i.e., Case Study 1) and
unrestricted loop radial feeders (i.e., Case Study 2).

Case Study 3: Looped radial feeders

. Automatic sectionalizing

. Unrestricted feeder tie capacity

If both feeders are operated radially and are tied through a normally open tie switch,
then any line section outage can be automatically sectionalized and isolated and the
remaining line sections can be energized from the alternative feeder or from the nearest
continuous feeder. For this case study, it is assumed that the sectionalizing activities do
not disrupt any of the loads on the feeders (i.e., the feeder loads will ride through the
sectionalizing activities). If this assumption is invalid, then the results of Case Study 2 are
valid. The reliability indices and cost of interruptions for load point “C” are illustrated in
Table 15.5. The reliability indices and costs of load point interruptions are listed in
Table 15.6.

TABLE 15.6. Distribution System Load Point Reliability Indices and Annual Cost of Outages:
Case Study 3

Load Point l (outages/year) U (h/year) r (h/outage)
Interruption Cost

($/year)

A 0.12 0.48 4.00 1072.63
B 0.24 0.60 2.50 1181.47
C 0.30 0.48 1.60 7210.65
D 0.34 0.46 1.35 13,732.23
E 0.36 0.48 1.33 9430.52
F 0.38 0.38 1.00 7544.96
G 0.46 0.88 1.91 2241.51

Annual cost of interruptions $42,423.97

TABLE 15.5. Load Point “C” Reliability Indices and Annual Cost of Outages

Section
Length
(miles) l (failures/year) r (h)

Average
Load (kW) Cost ($/kW)

Interruption
Cost

($/year)

1 6 0.12 1 2107.49 9.620 2432.89
2 6 0.12 1 2107.49 9.620 2432.89
3 3 0.06 4 2107.49 18.544 2344.88
4 2 �0.0 �0 2107.49 �0.000 0.00

Total 0.3 1.60 $7210.65
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Note that with automated sectionalizers placed in a looped radial feeder, there is a
significant reduction in the cost of industrial point interruptions compared to when the
feeder circuits are operated as pure radial circuits with no interties.

Case Study 4: Looped radial feeders

. Manual sectionalizing

. Restricted feeder tie capacity

If both feeders are operated radially and are tied through a normally open tie switch,
then any line section outage can be manually isolated and the load on the remaining line
sections must be evaluated as to whether portions of the load can be interrupted (i.e.,
shed) andwhat loads can be energized from the alternative feeder. In this case study, only
portions of loads “D” and “E” can be supplied from the alternative feeder. To simplify the
calculations, load “D” can be subdivided into two loads, namely, a “transfer load” and an
“interruptible load.” The reliability indices and cost of interruptions for load point “D”
are illustrated in Tables 15.7 and 15.8. The reliability indices and costs of load point
interruptions are listed in Table 15.9.

When the substation and feeder capacity levels are restricted, there is a significant
increase in the cost of industrial customer interruptions. If there is any significant load
growth in the distribution system area, the increased loading can significantly limit the
transfer capabilities of the feeder circuits.

TABLE 15.8. Load Point “D” Reliability Indices and Annual Cost of Outages “Interruptible
Load”

Section
Length
(miles) l (failures/year) r (h)

Average
Load (kW) Cost ($/kW)

Interruption
Cost

($/year)

1 6 0.12 4 1439.13 18.544 3202.47
2 6 0.12 4 1439.13 18.544 3202.47
3 3 0.06 1 1439.13 18.544 1601.23
4 2 0.04 4 1439.13 18.544 1067.49

Total 0.34 4.0 $9073.66

TABLE 15.7. Load Point “D” Reliability Indices and Annual Cost of Outages “Transfer Load”

Section
Length
(miles) l (failures/year) r (h)

Average
Load (kW) Cost ($/kW)

Interruption
Cost

($/year)

1 6 0.12 1 2316.49 9.620 2708.44
2 6 0.12 1 2316.49 9.620 2708.44
3 3 0.06 1 2316.49 9.620 1354.22
4 2 0.04 4 2316.49 18.544 1740.31

Total 0.34 1.35 $8511.61
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In this particular case study, it is assumed that load points “D” and “E” can shed a
portion of their loads during line section outages. If these load points cannot shed any
load because of their process limitations, for example, then the feeder circuits are radial
and the cost of industrial customer interruptions will rise (e.g., see Case Study 1). The
other loads on the feeders could not shed load due to the restrictions of both substations.

A summary of the cost of industrial customer interruptions for each case study is
provided in Table 15.10.

From an individual industrial customer’s point of view, the difference in the annual
cost of interruptions between the different case studies canvary significantly. The cost of

TABLE 15.10. Summary of Load Point Interruption Costs for Each Case Study

Case Study 1 Case Study 2 Case Study 3 Case Study 4

Radial feeders Looped radial
feeders

Looped radial
feeders

Looped radial
feeders

No feeder interties Manual
sectionalizing

Automatic
sectionalizing

Manual
sectionalizing

Load
Point

Manual
sectionalizing

Unrestricted tie
capacity

Unrestricted tie
capacity

Restricted tie
capacity

A 2092.78 2,092.78 1,072.63 2,092.78
B 1892.12 1,517.76 1,181.47 1,892.12
C 12,535.35 8,021.61 7,210.65 12,535.35
D 23,866.29 13,732.23 13,585.07 17,585.07
E 19,804.85 12,755.26 9,430.52 15,259.78
F 16,949.09 11,416.17 7,554.96 16,949.09
G 3521.53 2,393.51 2,241.51 3,521.53

Total $80,622.01 $51,929.33 $42,423.97 $69,835.72

TABLE 15.9. Distribution System Load Point Reliability Indices and Annual Cost of Outages:
Case Study 4

Load Point l (outages/year) U (h/year) r (h/outage)
Interruption Cost

($/year)

A 0.34 0.70 2.06 2092.78
B 0.34 1.06 3.12 1892.12
C 0.34 1.24 3.65 12,535.35
D 0.34 0.46/1.36a 1.35/4.00a 17,585.07
E 0.50 0.62/1.58a 1.24/3.16a 8223.68
F 0.50 1.64 3.28 16,949.09
G 0.50 1.88 3.76 3521.53

Annual cost of interruptions $69,835.72

aTransfer load index/interruptible load index.

366 VALUE-BASED PREDICTIVE RELIABILITY ASSESSMENT



interruptions to some industrial customers does not change when the feeder configura-
tions are operating under different constraints. The greatest impact on the change in cost
of interruptions occurs for larger customer loads, particularly when they are close to the
end of the radial feeders.

Applying Step 4 to Case Study 4 and assuming a discount rate of 9.47%, an inflation
rate of 2.5%, a load growth rate of 5%, the economic life of the project to be 25 years, and
the cumulative value of the cost of consumer interruptions is $1,434,470. The addition of
the future feeder, assuming negligible outages and automatic sectionalizers, is assumed
for illustration purposes only.

In addition, through load flow studies, the line losses of the new system are
significantly less with a cumulative savings based on 1.08 cents per kWh for a total
of $147,208. The total cost benefits to the customer by adding the third feeder would be
$1,581.678.Actual benefitswould be slightly lower since the additional feederwould not
completely eliminate outages (i.e., these calculations are beyond the scope of this
chapter).

Applying Step 5, the cost of building the third feeder circuit (i.e., future expansion) is
$539,000 and assuming the same economical parameters plus 2% of the capital cost for
operating and maintenance costs results in a cumulative present value of $702,879. The
benefit–cost ratio¼ (1,581,678/702,879)¼ 2.25% or 225%.

A summary of the benefit–cost ratios for each case study is provided in Table 15.11.
It is important to note that load growth has a significant impact on the benefit–cost

ratio for any system.
To investigate the impact of varying feeder reliability on the overall system

performance, similar computations are performed by varying the 25 kV feeder failure
rate (Step 6). The cumulative present value of benefits including loss savings for feeder
failure rates of 0.5, 0.75, 1.0, and 2.0 failures per 100 miles per year are presented in
Table 15.12.

Examination of Table 15.12 reveals that if distribution feeders have a low failure
rate, the benefit–cost ratio is less than 100% and the addition of another feeder cannot be
economically justified. If the benefit–cost ratio significantly exceeds 100%, then the
system alterations can be justified. It is also clear that when the failure rates of the feeder

TABLE 15.11. Benefit–Cost Ratios for All Case Studies

Case Study 1 Case Study 2 Case Study 3 Case Study 4

Radial feeders Looped radial
feeders

Looped radial
feeders

Looped radial
feeders

Manual
sectionalizing

Manual
sectionalizing

Automatic
sectionalizing

Manual
sectionalizing

Annual Load
Growth (%)

No feeder
interties

Unrestricted tie
capacity

Unrestricted tie
capacity

Restricted tie
capacity

0.0 1.66 1.15 0.97 1.47
2.0 1.95 1.33 1.13 1.72
5.0 2.57 1.73 1.45 2.25
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sections are low and the industrial load is fairly constant over time (i.e., zero load
growth), the benefit–cost ratios are less than 1 and a utility cannot economically add the
third feeder in this case.

InTable 15.12, the year of crossover point is where the cumulative present value of the
industrial customer benefits exceeds the cumulative present value of the revenue require-
ments of the capital expenditures for the future expansion. It is clear that if the load growth
rateandthefeeder linesectionfailureratearehigh, thenthecrossoverperiodisseveralyears.

It is important to note that the value-based methodology is clearly very sensitive to a
number of parameters, namely, the interruption cost data, the load data, the customermix
in the service area, and the distribution system data such as outage duration, failure rate,
operating constraints, and so on.

15.5 ILLUSTRATIVE EXAMPLE SYSTEM PROBLEM AND ITS
RELIABILITY CALCULATIONS

The load of the distribution system’s industrial service area is supplied by two 25 kV
distribution feeder circuits, as shown in Fig. 15.3. The 25 kV feeders from substations A
and B are operated as radial feeders, although they can be interconnected by a normally
open tie point. The disconnects, lateral distributors, step-down transformers, fuses, and
the alternative supply are assumed to be 100% available in the analysis to simplify the
reliability value-based planning methodology.

The physical lengths of each line section are shown in Table 15.13. The loading
conditions at each load point for 2004 are shown in Table 15.14. The interruption cost for

TABLE 15.12. Cumulative Present Value of Customer Cost Benefits and Percentage Benefit–
Cost Ratio

Annual Load
Growth (%)

0.5 failures/100
miles/year

0.75 failures/100
miles/year

1.0 failures/100
miles/year

2.0 failures/100
miles/year

0.0 $560,091 (80%) $641,827 (91%) $723,562 (103%)
23 years

$1,032,282
(147%) 3 years

2.0 $645,855 (92%) $744,569 (106%)
22 years

$843,283 (120%)
15 years

$1,208,865
(172%) 2–3 years

5.0 $826,916 (117%)
19–20 years

$961,473 (137%)
13–14 years

$1,096,030
(156%) 11 years

$1,581,678
(225%) 2–3 years

TABLE 15.13. Distribution Feeder Line Section Lengths

Line section
number

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Physical
length (km)

2 1 2 3 3 3 2 3 1 5 2 4 3 2 3
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a 1 h interruption to a customer is $10.00/average kW load interrupted and for a 4 h
interruption $25.00/average kW load interrupted.

15.5.1 Operating Procedures

If a fault occurs in any line section, the respective substation breaker is assumed to trip
and deenergize the entire feeder. The faulty line section is first isolated, and whether
some or all the loads are transferred to the adjacent energized substation depends on the
following constrained operating conditions:

1. Thenormallyopenedtieswitches interconnectingsubstationAandBwillbeclosed
only if the sum of the peak loads of the energized substation plus the sum of the
isolated peak loads being transferred to the energized feeder from the deenergized
substation do not exceed the rated capacity of the energized substation.

2. If the sum of the peak loads being transferred to the energized feeder and the sum
of the peak loads of the energized substation exceed the rated capacity of the
substation, the normally opened tie switches will not be closed.

15.5.1.1 Feeder Characteristics: Looped Radial Feeders—Manual
Sectionalizing. If both feeders are operated radially and are tied through a normally
open tie switch, then any line section outage can be manually isolated and the remaining

Figure 15.3. Manually sectionalized distribution feeders.
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line sections can be energized from the alternative feeder or from the nearest continuous
feeder. The load transfer is possible only when the feeder circuits and substation are
unrestricted in capacity and the substations are not overloaded. If the substation is
overloaded, then the load transfer will not occur.

15.5.1.2 Reliability Data.

l (feeder failure rate)¼ 2 failures per 100 km per year

Repair time¼ 4 h per feeder section failure

Switching time¼ 1.0 h (includes one or more switching operations)

The following reliability indices and cost of interruptions for each load point for the
three case studies are calculated:

1. l: number of feeder outages per year.

2. U: total duration of feeder outages in hours per year.

3. r: average duration of a feeder outage.

4. Total annual interruption costs per year at each load point and the total annual
cost of interruptions for the distribution system.

Case 15.1

The peak ratings for the 25 kV feeders from substations A and B are 10.0 and 5.0MVA,
respectively, at a power factor of 0.90 lagging.

. Manual feeder sectionalizing

Case 15.2

The peak ratings for the 25 kV feeders from substations A and B are 15.0 and 10.0MVA,
respectively, at a power factor of 0.90 lagging.

. Manual feeder sectionalizing

Case 15.3

The peak ratings for the 25 kV feeders from substations A and B are 15.0 and 15.0MVA,
respectively, at a power factor of 0.90 lagging. The OCRs replaced several manual disconnect
switches as shown in Fig. 15.4.

Solution:
Results for the three case studies are provided in Tables 15.15–15.17
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Figure 15.4. Manually sectionalized distribution feeders with OCRs for laterals.

TABLE 15.15. Summary of Results: Case Study 1

Load Point l (interruptions/year) U (h/year) r (h/interruption)
Interruption Cost

($/year)

1 0.40 0.52 1.30 3680.00
2 0.40 0.58 1.45 1960.00
3 0.40 0.70 1.75 4400.00
4 0.40 0.76 1.90 6960.00
5 0.40 0.88 2.20 3584.00
6 0.40 1.06 2.65 7592.00
7 0.40 1.06 2.65 2920.00
8 0.40 0.94 2.35 5360.00
9 0.40 1.00 2.50 8400.00
10 0.38 0.68 1.79 5300.00
11 0.38 0.80 2.11 1180.00
12 0.38 1.04 2.74 2840.00
13 0.38 1.22 3.21 4800.00
14 0.38 0.92 2.42 5200.00
15 0.38 1.10 2.89 4440.00

Annual cost of interruptions for the distribution system $68,616.00
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15.6 CONCLUSIONS

This chapter has presented the basic concepts involved in using customer interruption
cost data to evaluate distribution system reliability worth at individual customer load
points. Predictive distribution system reliability indices have been computed and used to

TABLE 15.17. Summary of Results: Case Study 3

Load Point l (interruptions/year) U (h/year) r (h/interruption)
Interruption Cost

($/year)

1 0.10 0.22 2.20 1280.00
2 0.10 0.16 1.60 520.00
3 0.10 0.22 2.20 1280.00
4 0.28 0.46 1.64 4440.00
5 0.22 0.52 2.36 2072.00
6 0.22 0.70 3.18 4784.00
7 0.28 0.58 2.07 1720.00
8 0.28 0.46 1.64 2960.00
9 0.28 0.34 1.21 3720.00
10 0.28 0.58 2.07 4300.00
11 0.28 0.40 1.43 680.00
12 0.28 0.52 1.86 1600.00
13 0.28 0.46 1.64 2220.00
14 0.38 0.50 1.32 3520.00
15 0.38 0.56 1.47 2820.00

Annual cost of interruptions for the distribution system $37,916.00

TABLE 15.16. Summary of Results: Case Study 2

Load Point l (interruptions/year) U (h/year) r (h/interruption)
Interruption Cost

($/year)

1 0.40 0.52 1.30 3680.00
2 0.40 0.58 1.45 1960.00
3 0.40 0.64 1.60 4160.00
4 0.40 0.64 1.60 6240.00
5 0.40 0.82 2.05 3416.00
6 0.40 1.00 2.50 7280.00
7 0.40 0.76 1.90 2320.00
8 0.40 0.58 1.45 3920.00
9 0.40 0.46 1.15 5160.00

10 0.38 0.68 1.79 5300.00
11 0.38 0.50 1.32 880.00
12 0.38 0.62 1.63 2000.00
13 0.38 0.56 1.47 2820.00
14 0.38 0.50 1.32 3520.00
15 0.38 0.56 1.47 2820.00

Annual cost of interruptions for the distribution system $55,476.00
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estimate the customer interruption costs by considering outages and various feeder
constraints invarious radial and looped radial feeder circuits within a distribution system
area and the benefit–cost ratios obtained for each case study.

The chapter revealed the impact of feeder line section failure rates and load growth
on the cost of industrial customer interruptions. The chapter clearly brought out the
impact of capacity-restricted distribution feeders that are unable to pick up adjacent
feeder loads during line section outages due to insufficient substation capacity levels.

It is important to have a long-term historical database of the feeders in the
distribution system area to obtain accurate estimates of the frequency and the duration
of industrial customer interruptions. It is also important to have a working knowledge of
the operating practices (e.g., switching and restoration activities and procedures) of the
distribution feeders and the operational constraints imposed on the feeders.

One basic conclusion of this chapter is that the expansion plans of any distribution
system can be optimized in terms of reliability by using an economic criterion in which
the sum of both customer interruptions and system costs is minimized.
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16

ISOLATION AND RESTORATION
PROCEDURES

16.1 INTRODUCTION

A recent report on the U.S.–Canada blackout on August 14, 2003 revealed that the
duration of restoring the Eastern Interconnect to a normal operating configuration was
lengthy and complicated. One of the difficulties in modeling a power system is
representing the significant changes in loading patterns that present themselves during
the restoration process following a major outage. The capacity of equipment may be
adequate during normal operating conditions, although severely compromised during
restoration procedures, particularly the restoration of thousands of distribution system
feeder circuits. This chapter presents a new restoration methodology for distribution
system configurations that maximizes the amount of load that can be restored after a grid
blackout, substation outage, and distribution feeder line section outages and evaluates the
cost of load point interruptions considering feeder islanding and substation capacity
constraints. Several case studies with restoration tables are presented and discussed to
clearly reveal the impact of distribution system capacity constraints on load point
reliability indices and the cost of load point interruptions.

Power Distribution System Reliability. By Ali A. Chowdhury and Don O. Koval
Copyright � 2009 the Institute of Electrical and Electronics Engineers, Inc.



For any network configuration, there are many failure patterns that can cause a
major blackout to an entire network or to parts of a network. Control centers monitor
only a part of a grid and not the entire grid. When more than “n � 1” outages occur in
a grid, the impact of these isolated outages in parts of the system and their impact on
the entire network as a “whole” cannot be easily assessed or visualized in real time.
These findings are particularly relevant to restoring power to deenergized distribution
systems containing thousands of feeders and load points that are not monitored in
“real time.”

The primary operational difficulties during major grid outages are to locate and
identify the cause of the outages, isolate the faulty parts, and begin the complicated
process of resorting power to the system. When no detailed operational procedures are
defined during major outages and/or grid blackouts, a power system network can be
fractured into many parts (e.g., islands). The process of restoring power to these isolated
islands in a logical operational manner to have a completely operational network again is
extremely complex and time consumingwhen no detailed operational procedures and no
“real-time” monitoring are in place particularly for distribution systems.

There are significant research publications on assessing network performance (e.g.,
voltage stability, voltage collapse, etc.) for various contingencies; however, there are
very few, if any, publications on restoring networks that have experienced amajor outage
(e.g., a grid blackout) to a normal operating configuration, particularly distribution
systems. The load points being serviced by distribution systems are often the last to have
their electric service restored. When a grid blackout occurs, the electrical characteristics
of the distribution system are altered during the blackout period complicating the
restoration process.

Prior to any outages, a normally operating network configuration is designed tomeet
the “diversified” demand of the customers being served. However, when a major outage
occurs, the demand on a network is no longer diversified (e.g., a feeder diversified load of
10MWprior to an outage can easily become an undiversified load of 15MW following a
lengthy outage). This phenomenon, known as “cold load pickup,” is strongly correlated
to the duration of an outage and the environmental conditions at the time of the outage.
Cold load pickup characteristics have a significant impact on all load point reliability
indices of a network configuration and the cost of load point interruptions.

One of the difficulties inmodeling distribution feeders and network configurations is
that every line section outage in the network has a unique impact on the reliability indices
of all customers being serviced by the power delivery system. During a major outage
(e.g., a substation transformer or bus failure or a feeder section outage), it is necessary to
locate and identify the cause of the outage, isolate the faulty equipment, and reconfigure
the network to restore power to as many load points as possible, a complicated process to
minimize the impact and cost of load point interruptions. Some distribution system line
sections permit load transfers but many do not. These physical constraints complicate
any restoration procedure.

Inmany distribution networks, it is not possible to pick up all the feeder loads at once
following amajor outage (e.g., a grid blackout, a critically located feeder section outage).
It is necessary to sectionalize the network and energize the sections in a sequential
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manner, otherwise cascading outages will reoccur further complicating the isolation and
restoration process.Without the detailed restoration procedures in place, load points will
be exposed to increased outage durations, a costly issue for society.

The ability of a distribution system configuration to transfer loads during an outage
depends on the substation design and operational procedures. Some of the common
distribution substation configurations used by utilities are

. Single transmission source: single transformer

. Single transmission source: dual transformers

. Dual transmission sources: single transformer

. Dual transmission sources: dual transformers

. Dual transmission sources: dual transformers with tiebreakers

. Dual transmission sources: dual transformers with three breakers

. Dual transmission sources: dual transformer with ring bus

The switching and lockout complexity of the distribution substation configurations
listed above varies from simple to extremely complex.

This chapter presents three case studies revealing the load point restoration transfer
procedures defined in tables necessary to restore power from alternative supplies to
selected load points on outage from their primary or normal supply. The case studies
presented in this chapter are intended to clearly reveal the significant changes in load
point reliability indices caused by the following distribution system constraints and
operating characteristics:

1. Capacity-limited distribution substations and their inability to pick up “cold
loads” following a lengthy outage.

2. Capacity-limited feeder circuit interties.

3. The varying cost of grid blackouts to a distribution system due to restricted and
unrestricted substation capacity.

4. The cost of substation outages and their ability or inability to transfer their loads
to adjacent substations whose capacity may be restricted or unrestricted.

5. The unique impact of individual line section outages in creating unique islands
within a distribution network.

This chapter presents a restoration methodology for distribution system configura-
tions whose power delivery capability has been curtailed in part or in whole that
maximizes the amount of load that can be restored after a blackout and/or feeder section
outages and minimizes the cost of customer interruptions considering feeder islanding,
substation and feeder capacity limitations, and operating constraints. Restoration
transfer and switching rules shown in the tables clearly identify load points restored
for a given contingency and those still on outage due to system operational and structural
constraints are also presented in this chapter.
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16.2 DISTRIBUTION SYSTEM CHARACTERISTICS

The distribution system configuration analyzed in this chapter is shown in Fig. 16.1.
Generally, each distribution substation servesmany feeder circuits (e.g., 4–75); however,
in this chapter only one circuit from each substation is shown and analyzed. The
methodology presented in this chapter can be applied to any number of distribution
feeder circuits that are looped radial or strictly radial or combinations of both.

Any distribution circuit can be divided into line sections that can be isolated by either
a manual or an automatic switching device. Each line section has a switching device at
the end of the line section closest to the normal supply. The dual switching devices often
associated with each line section allow for any line section fault to be sectionalized,
isolating some load points from their normal supply (e.g., an island). The switching
devices associated with the line sections also allow the isolated loads to be transferred to
adjacent energized feeder circuits other than their normal supply subject to system
constraints depending upon the duration of the outage.

The composite load for each line section is aggregated and placed on a node at the
end of the line section. Figure 16.1 shows onlymanual isolating devices and the normally
opened tie switches linking substations A and B. Depending upon which tie switches are
opened or closed, the number of unique feeder operating configurations is considerable.

The average and peak composite loads for each line section are shown in Table 16.1.
The load factor of the system is 0.80.

Figure 16.1. Distribution looped feeder: normal operating configuration.
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The physical length of each feeder line section for the distribution feeder circuits of
substations A and B is shown in Tables 16.2 and 16.3.

16.2.1 Distribution Load Transfer Characteristics

The distribution feeder characteristics of the looped radial feeder circuits are defined as
follows. If both feeders are operated radially and are tied through a normally open tie
switch, then any line section outage can be manually isolated and the remaining line
sections can be energized from the alternative feeder or from the nearest continuous
feeder. The load transfer is possible only when the feeder circuits and the substation are
unrestricted in capacity and the substations are not overloaded. If the substation is
overloaded, then the load transfer will not occur.

TABLE 16.2. Distribution Feeder Line Section Lengths: Substation A

Line
section

1 2 3 4 5 6 7 8 9

Physical
length
(km)

2 1 2 3 3 3 2 3 1

TABLE 16.1. Line Section Composite Loads

Load Point Peak Load (kW) Average Load (kW)

1 1000 800
2 500 400
3 1000 800
4 1500 1200
5 700 560
6 1300 1040
7 500 400
8 1000 800
9 1500 1200

Substation A total
feeder load

9000.0 7200.0

10 1250 1000
11 250 200
12 500 400
13 750 600
14 1000 800
15 750 600

Substation B total
feeder load

4500.0 3600.0
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16.2.2 Operating Procedures: Line Section Outages

If a fault occurs in any line section, the respective substation breaker is assumed to trip
and deenergize the entire feeder. The faulty line section is first isolated andwhether some
or all the loads are transferred to the adjacent energized substation depends on the
following constrained operating conditions:

1. The normally opened tie switches interconnecting substation A and B will be
closed only if the sumof the peak loads of the energized substationplus the sumof
the isolated peak loads being transferred to the energized feeder(s) from the
deenergized feeder(s)donot exceed the ratedcapacityof the energized substation.

Xn
i¼1

Lpei þ
Xm
j¼1

Lpisoj � Csub

load

transfer

occurs

where Lpei is the ith energized feeder peak load,Lpisoj is the jth deenergized feeder
peak load being transferred to substation i from substation j, Csub is the capacity
of the energized substation, n is the number of energized loads, and m is the
number of deenergized loads being transferred to the energized substation.

2. If the sumof the peak loads being transferred to the energized feeder plus the sum
of the peak loads of the energized substation exceeds the rated capacity of the
substation, the normally opened tie switches will not be closed and no load will
be transferred.

Xn
i¼1

Lpei þ
Xm
j¼1

Lpisoj � Csub

no load

transfer

occurs

3. If either or both substations have an outage originating within their system
configuration and/or the transmission line outages and/or grid outages, the sum
of the peak loads of all the substation’s feeder circuits must not exceed the rated
capacity of the energized substation. If the capacity of the substation is exceeded,
then the feeder circuits must be sectionalized into islands of loads that can be
restored in a sequential manner over a period of time.

16.2.3 Feeder Circuit Reliability Data

l (feeder failure rate)¼ 2 failures per 100 km/year

Repair time¼ 4 h per feeder section failure

TABLE 16.3. Distribution Feeder Line Section Lengths: Substation B

Line section 10 11 12 13 14 15
Physical
length (km)

5 2 4 3 2 3
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Switching time¼ 1.0 h (includes one or more switching operations)

Grid and substation outage¼ 1 every 10 years lasting for more than 4 h

16.2.4 Cost of Load Point Interruptions

The interruption cost to any load point being supplied by the looped radial feeders is
shown in Table 16.4. The values shown in the table are composite values for this specific
distribution system.

For a detailed reliability cost analysis, each load point would have a unique
composite cost function as a function of the duration of the interruption and is beyond
the scope of this chapter.

16.3 CASE STUDIES

Three case studies are presented to illustrate the impact of substation capacity constraints
in a looped radial feeder configuration. The significance of the duration of the outage and
its impact on changing the feeder load characteristics are presented and discussed.
Details of the substation ratings and their maximum pickup capacity are shown in the
tables. The annual cost of interruptions to grid outageswill be calculated for 4 and 8 hgrid
outages and the results compared with the cost of line section outages.

16.3.1 Case Study 1

ForCase Study 1, no load transfer or pickup capacity from adjacent substation is possible
due to the limited capacity of the substations A and B, as shown in Table 16.5. Under
normal operating conditions, the substations can serve their feeder loads adequately but
are severely constrained during any outage contingencies.

If an outage to substationA or B caused by a grid or transmission outage exceeds 1 h,
the diversified peak load to be restored exceeds the rating of the substation transformer as
shown inTable 16.5. To restore service to all the load points, it is necessary to sectionalize
the distribution feeders into islands and pick up these islands in a timely sequential
manner.

Each line section outage has an impact on the frequency and duration of load point
interruptions and the cost of interruptions is illustrated in Table 16.6 for load point 6.

TABLE 16.4. Load Point Interruption Costs

Duration of
Outage (h)

$/Average kW of
Load Interrupted

1 10.00
4 25.00
6 75.00
8 90.00
10 105.00
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A summary of the load point reliability indices and the cost of interruptions caused
by distribution line section outages is shown in Table 16.7 for Case Study 1.

Case Study 1 represents the design of two substations whose capacity to meet their
feeder’s average and peak loads is adequate during normal operating conditions,
although severely constrained during major outages (e.g., grid blackouts and substation

TABLE 16.6. Detailed Load Point 6 Reliability Indices and Costs of Interruptions—Case
Study 1

Section
Length
(km)

l(failures/
year) r (h) U (h/year)

Load Point
Interruption

Load Point
Annual Cost
($/year)

1 2 0.04 4.00 0.16 $25.00 $1040.00
2 1 0.02 4.00 0.08 $25.00 $520.00
3 2 0.04 4.00 0.16 $25.00 $1040.00
4 3 0.06 1.00 0.06 $10.00 $624.00
5 3 0.06 4.00 0.24 $25.00 $1560.00
6 3 0.06 4.00 0.24 $25.00 $1560.00
7 2 0.04 1.00 0.04 $10.00 $416.00
8 3 0.06 1.00 0.06 $10.00 $624.00
9 1 0.02 1.00 0.02 $10.00 $208.00

Total 0.40 2.65 1.06 $7592.00

TABLE 16.7. Summary of Load Point Reliability Indices and Cost of Interruptions—Case
Study 1

Load Point l(outages/year) U (h/year) r (h/outage)
Interruption
Cost ($/year)

1 0.40 1.30 0.52 $3680.00
2 0.40 1.45 0.58 $1960.00
3 0.40 1.75 0.70 $4400.00
4 0.40 1.90 0.76 $6960.00
5 0.40 2.20 0.88 $3584.00
6 0.40 2.65 1.06 $7592.00
7 0.40 2.65 1.06 $2920.00
8 0.40 2.35 0.94 $5360.00
9 0.40 2.50 1.00 $8400.00
10 0.38 1.79 0.68 $5300.00
11 0.38 2.11 0.80 $1180.00
12 0.38 2.74 1.04 $2840.00
13 0.38 3.21 1.22 $4800.00
14 0.38 2.42 0.92 $5200.00
15 0.38 2.89 1.10 $4440.00

Annual cost of interruptions for the distribution system $68,616.00
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outages). The annual cost of line section outages for the entire distribution system shown
in Fig. 16.1 is $68,616.00 for case Study 1.

For a grid blackout of the distribution system for 4 h, the capacity of both substations
is unable to pick up the entire feeder loads. Therefore, it is necessary to shed loads
because of the cold load pickup and pick them up 2 h later resulting in a total outage
duration of 6 h for these loads.

The average annual cost of the interruptions to load points being serviced by
substation A is

ð2700 kWp shed � 0:8� $75=kWav � 0:10Þþ � � �
þ ð9000 kWp energized� 0:8� $25=kWav � 0:10Þ ¼ $34; 200

If the grid blackout is 8 h, then the average annual cost of interruptions to load points
being serviced by substation A would be $102,600.

The average annual cost of the interruptions to load points being serviced by
substation B is

ð1350 kWp shed� 0:8� $75=kWav � 0:10Þþ � � �
þ ð4500 kWp energized� 0:8� $25=kWav � 0:10Þ ¼ $17; 100

If the grid blackout is 8 h, then the average annual cost of interruptions to loads points
being serviced by substation A would be $51,300.

The average annual cost of the interruptions to load points being servicedby the entire
distribution system is $51,300 for a 4 h grid outage and $153,900 for an 8 h grid outage.

A single event cost of a grid or substation outage to the load points being serviced by
the distribution systemwould be $513,000 for a 4 h grid outage and $1,539,000 for an 8 h
grid outage, a significant impact on society.

It is important to note that a single grid blackout event is extremely costly in terms of
load point interruptions and the average annual cost of interruptions to load points is
significant. If the frequency of blackout increases, then the average annual cost of load
point interruptions will increase significantly.

These high interruption costs for Case Study 1 are due to the limited capacity of
substations A and B and the necessity to shed load extending the interruption duration of
the load being shed. When the capacities of the substations A and B are increased, the
possibility of load transfer between the substations is possible. In Case Studies 2 and 3,
the transfer capabilities depend on the duration of the outage and decrease as the duration
of the outage increases.

16.3.2 Case Study 2

As shown in Table 16.8 for Case Study 2, the limiting capacity of substation A is 15MVA
or 13.5MW with a total peak load of 9000 kW with 4500 kW capacity in reserve. The
limiting capacity of substation B is 10MVA or 9.0 kWwith a total peak load of 4500 kW
and a 4500 kW capacity in reserve for short-term outages. The reserve capacity not only
provides the alternative energy supply for load points in the adjacent substation
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network’s feeder line sections in the event of a substation outage or a line section outage
but also changes depending upon the duration of the outage. Restoration tables for the
distribution looped feeder (normal operating configuration) are shown in Tables 16.9 and
16.10 for Case Study 2.

It can be seen fromTable 16.9 that for a fault in feeder section 1, load points 1, 2, 3, 5,
and 6 cannot be transferred to the alternative substation feed. The duration of interrup-
tions to these load points depends on the repair time of faulted section 1. However, load
points 4, 7, 8, and 9 can be transferred to substation B feeder and the duration of
interruptions to this set of load points depends on the duration of switching activities.

TABLE 16.9. Restoration Table: Feeder Circuit—Substation A—Case Study 2

i -

-

-

Faulted
Section

1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9
Total kW

Transfered

1 4 7 8 9

1,
50

0

50
0

1,
00

0

1,
50

0

4,500

2 1 4 7 8 9

1,
50

0

50
0

1,
00

0

1,
50

0

4,500

3 1 2 4 7 8 9
0

4 1 2 3 5 6 7 8 9

50
0

1,
00

0

1,
50

0

3,000

5 1 2 3 4 7 8 9
0

6 1 2 3 4 5 7 8 9
0

7 1 2 3 4 5 6 8 9
0

8 1 2 3 4 5 6 9

1,
50

0

1,500

9 1 2 3 4 5 6 7 8
0

Sub A Loads
Restored Following
Isolation of Fault

Sub A Loads
Transferred to

Sub B

LEGEND

Load Point "I" energized from normal supply

Load interrupted

Load transfered to alternate supply
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It can be seen fromTable 16.10 that for a fault in feeder section 10, load points 11–15
can be transferred to substation A. Each line section outage will result in a unique
operating configuration following the outage and the amount of load transferred to
substation A.

Based on the restoration and the detailed line section failure tables, the load point
frequency and duration of each load point and the cost of each load point interruption can
be calculated as summarized in Table 16.11.

The annual cost of line section outages for the entire distribution system shown in
Fig. 16.1 is $55,716.00 for Case Study 2.

For a grid blackout of the distribution system for 4 h, the capacity of both substations
is able to pick up the entire feeder loads following the blackout. Therefore, it is not
necessary to shed load. The average annual cost of the interruptions to load points being
serviced by both substations A and B is $35,100.

If the grid blackout is 8 h, then the average annual cost of interruptions to loads points
being serviced by substations A and B would be $145,800.

A single event cost of a grid or substation outage to the load points being served by
the distribution systemwould be $351,000 for a 4 h grid outage and $1,458,000 for an 8 h
grid outage.

TABLE 16.10. Restoration Table: Feeder Circuit—Substation B—Case Study 2

Total kW
Transfered

Faulted
Section

10 11 12 13 14 15

1110 12 13 14 15 1110 12 13 14 15

25
0

50
0

75
0

1,
00

0

75
0

3,250
11 10 12 13 14 15

50
0

75
0

1,
00

0

75
0

3,000
12 10 11 14 15 13

75
0

750
13 10 11 12 14 15

0
14 10 11 12 13 15

75
0

750
15 10 11 12 13 14

0

Sub B Loads
Restored Following

Isolation of Fault

Sub B Loads
Transferred to

Sub A
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A summary of the load point reliability indices and cost of interruptions caused by
line section outages is shown in Table 16.10 for Case Study 2.

16.3.3 Case Study 3

A summary of the load point reliability indices and cost of interruptions caused by line
section outages is shown in Table 16.12 for Case Study 3. As shown in Table 16.13 for
Case Study 3, the limiting capacity of substation A is 15MVA or 13.5MW with a total
peak load of 9000 kW with a 4500 kW capacity in reserve. The limiting capacity of
substation B is 15MVA or 9.0MW with a total peak load of 4500 kW and a 9000 kW
capacity in reserve.

No restoration tables for Case Study 3 are presented as the substations can pick up
the entire load of the adjacent substation in the event of it being out of service due to an
outage.

The annual cost of line section outages for the entire distribution system shown in
Fig. 16.1 is $37,916.00 for Case Study 2. There is sufficient substation capacity of both
substations to pick up all the feeder loads following a 4 or 8 h grid outage.

For a grid blackout of the distribution system for 4 h, the capacity of both substations
is able to pick up the entire feeder loads following the blackout. Therefore, it is not
necessary to shed load. The average annual cost of the interruptions to load points being
serviced by both substations A and B is $35,100.

If the grid blackout is for 8 h, then the average annual cost of interruptions to loads
points being serviced by substations A and B would be $145,800.

TABLE 16.11. Summary of Load Point Reliability Indices and Cost of Interruptions—Case
Study 2

Load Point l(outages/year) U (h/year) r (h/outage)
Interruption
Cost ($/year)

1 0.40 1.30 0.52 $3680.00
2 0.40 1.45 0.58 $1960.00
3 0.40 1.75 0.70 $4400.00
4 0.40 1.45 0.58 $5880.00
5 0.40 2.20 0.88 $3584.00
6 0.40 2.65 1.06 $7592.00
7 0.40 1.75 0.70 $2200.00
8 0.40 1.45 0.58 $3920.00
9 0.40 1.15 0.46 $5160.00
10 0.38 1.79 0.68 $5300.00
11 0.38 1.32 0.50 $880.00
12 0.38 1.63 0.62 $2000.00
13 0.38 1.47 0.56 $2820.00
14 0.38 1.32 0.50 $3520.00
15 0.38 1.47 0.56 $2820.00

Annual cost of interruptions for the distribution system $55,716.00
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16.4 MAJOR SUBSTATION OUTAGES

If substation A is out of service for a period of 4 h, then the primary question that must be
addressed is how much of the substation’s load can be transferred to substation B. For
Case Study 1, no transfer is possible due to the limited capacity of substation B. For Case
Study 2, some of the substation load can be transferred to substation B after some
switching and transfer activities and some of the load will remain interrupted until
substation A is restored to full service. For Case Study 3, substation B can pick up the
entire load curtailed by substation A. Details of the switching activities are beyond the
scope of this chapter. A similar scenario can be constructed for a 4 or 8 h outage to
substation B and a decision on whether load can be transferred to substation A can be
taken.

It is important to note that following any substation outage of lengthy duration, it is
necessary to know the change in feeder loads from a diversified load to a nondiversified
load. This change in load characteristics has a significant impact on whether the load
from a substation on outage can be transferred to an adjacent substation. The capacity of
the substation is critical to determining the amount of load that can be transferred and
the amount of load that has to be shed and therefore subject to the duration of the
substation outage.Whether it is a substation outage or a grid blackout, the capacity of the
substation determines the restoration procedures that can vary from very simple to very
complex.

TABLE 16.12. Summary of Load Point Reliability Indices and Cost of Interruptions—Case
Study 3

Load Point l(outages/year) U (h/year) r (h/outage)
Interruption
Cost ($/year)

1 0.10 2.20 0.22 $1280.00
2 0.10 1.60 0.16 $520.00
3 0.10 2.20 0.22 $1280.00
4 0.28 1.64 0.46 $4440.00
5 0.22 2.36 0.52 $2072.00
6 0.22 3.18 0.70 $4784.00
7 0.28 2.07 0.58 $1720.00
8 0.28 1.64 0.46 $2960.00
9 0.28 1.21 0.34 $3720.00
10 0.28 2.07 0.58 $4300.00
11 0.28 1.43 0.40 $680.00
12 0.28 1.86 0.52 $1600.00
13 0.28 1.64 0.46 $2220.00
14 0.38 1.32 0.50 $3520.00
15 0.38 1.47 0.56 $2820.00

Annual cost of interruptions for the distribution system $37,916.00
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The average annual costs of load point interruptions for substations A and B outages
lasting 4 and 8 h are presented in Table 16.14. It is important to note that in Case Study 1
the substation capacities are restricted, resulting in a high cost of load point interruptions
due to the system’s inability to transfer loads to an adjacent substation. Case Study 1 was
chosen as a typical distribution system whose capacity to meet the demand of the feeder
loads is adequate, but is severely constrained in its ability to pick up loads during major
outages, that is, grid outage or a substation outage.

16.5 SUMMARY OF LOAD POINT INTERRUPTION COSTS

To understand the restoration processes of distribution systems, it is necessary to obtain a
perspective on the cost of load point interruptions due to the various types of outages, that
is, line section, substation, and grid. A summary of the costs of interruptions for various
outage scenarios for Case Studies 1 to 3 is shown inTable 16.14. Based on these customer
costs, a reliability cost–reliability worth analysis can be performed to determine what
mitigating actions can be undertaken to improve the reliability seen at the various load
points and reduce the cost of load point interruptions. It is also important to note that each
outage contingency generates a unique restoration table that enables a visual and
mathematical view of the isolation and restoration procedures necessary to cope with
that given contingency.

It is clear that the capacity of distribution substations has a significant impact on the
cost of interruptions to consumers. It is also clear that the substation capacity has less

TABLE 16.14. Average Annual Costs of Various Types of Outages in the Distribution System

Type of Outage Case Study 1 Case Study 2 Case Study 3

Line section outages $68,616 $55,716 $37,916

Substation A
4 h outage $34,200 $18,000 $12,600

Substation B
4 h outage $17,100 $3600 $3600

Grid blackout
4 h outage $51,300 $35,100 $35,100

Substation A
8 h outage $102,600 $68,400 $39,600

Substation B
8 h outage $51,300 $3600 $3600

Grid blackout
8 h outage $153,900 $145,800 $145,800

Note: Case Study 1, restricted substation capacity; Case Study 2, partial restricted substation capacity; Case
Study 3, unrestricted substation capacity.
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impact on the cost of load point interruptions for grid outages that deenergize both
substations in this case. However, the capacity of the substationswill significantly reduce
the restoration time if their capacity is unrestricted and can pick up the additional feeder
loads due to cold load pickup and enable the transfer of loads from one substation to
another. Detailed studies of the restoration procedures of these events are beyond the
scope of this chapter; however, the methodology presented in the chapter is directly
applicable.

The impact of line section outages and the cost of load point interruptions depend on
the transfer capacity of both substations. If the substation is severely in its ability to pick
up loads from adjacent substations, then the cost of load interruptions will be high
compared to substations that have adequate capacity for load transfer (e.g., annual cost
$68,616 for Case Study 1 compared to $37,916 for Case Study 3).

16.6 CONCLUSIONS

This chapter has presented three case studies analyzing the frequency and duration
of load point interruptions and the annual cost of load point interruptions subject
to substation capacity constraints including grid outages. Several restoration tables
were presented to illustrate the complexity of restoring service to deenergized load
points from an alternative substation supply when a given distribution feeder outage
occurs.

One of the objectives of this chapter was to emphasize the fact that distribution loads
that have been interrupted change inmagnitude significantly immediately after an outage
depending upon the duration of the interruption. These changes can significantly
compromise restoration procedures, particularly after a lengthy outage (e.g., a grid
blackout).

The cost of interruptions to load points for various types of distribution system
outages was presented. First distribution line section outages had the highest
average annual cost of interruptions compared to substation and grid outages. The
cost of line section outages to various load points decreased as the capacity of the
primary and alternative substations was changed from restricted to unrestricted
capacity limits.

Without a detailed working knowledge of a distribution system’s operating
practices and load characteristics, reliability analysis of load point interruptions and
the cost of these interruptions can be severely compromised possibly resulting in
incorrect analytical and mitigating solutions. This is particularly true of computer
programs that generate reliability indices without considering the complex issues
associated with distribution systems. Some of the critical variables necessary for
distribution system analysis are

. Line section loading limitations

. Line equipment (e.g., sectionalizing switches) loading and operating characteri-
stics
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. Automatic or manual sectionalizing

. Load point load characteristics as a function of time (e.g., average, peak, and
median values)

. Degree of “real-time” monitoring points in the distribution system

. Number of remotely controlled isolating and load transfer switches in the
distribution system

. Existing restoration and isolation procedures

. Number of line crew available at the time of the outage

. Equipment failure rates and the duration of repair activities specific to the
distribution system

. Duration of restoration activities (e.g., switching, isolating, identifying cause of
outage, notification time, trouble crew assembly time, traveling time, etc.)

. Protection coordination characteristics of the protective devices at the substation
and in the feeder circuits

. Composition of loads (e.g., mix of residential, commercial, industrial, institu-
tional, etc.) and the loading patterns

. Interruption costs for individual load types and for composite loads; and so on.
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17

MESHED DISTRIBUTION
SYSTEM RELIABILITY

17.1 INTRODUCTION

Achieving high-distribution reliability levels and concurrently minimizing capital
costs can be viewed as a problem of optimization. Assuming given outage rates and
repair times, distribution system design is the remaining factor in determining
customer reliability. Including customer value of reliability in an economic analysis
allows optimization of the major components of distribution system design. By using
mathematical models and simulations, a comparison of design concepts can be per-
formed to compute the optimal feeder section length, feeder loading level, and dis-
tribution substation transformer loading level. The number of feeder ties and feeder tie
placement are also optimized through the models. The overall outcome of this analysis
is that capital costs can then be directed toward system improvements that will be
most cost-effective in improving distribution system reliability. This chapter presents
a value-based probabilistic approach to designing urban or meshed distribution
systems. The inclusion of the customer value of service reliability in an economic
analysis permits the optimization of the major components of distribution system
design. Using mathematical models and simulations, a comparison of different design
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concepts can be performed to compute the optimal feeder section length, the feeder
loading level, and the distribution substation transformer loading level. The number of
feeder ties and feeder tie placement can also be optimized through the probabilistic
models. The overall outcome of this analysis is that capital costs can then be directed
towards system improvements that will be most cost-effective in improving distribu-
tion system reliability. The inclusion of the customer value of service reliability in an
economic analysis permits the optimization of the major components of distribution
system design. Using mathematical models and simulations, a comparison of different
design concepts can be performed to compute the optimal feeder section length, the
feeder loading level, and the distribution substation transformer loading level. The
number of feeder ties and feeder tie placement can also be optimized through the
probabilistic models. The overall outcome of this analysis is that capital costs can then
be directed towards system improvements that will bemost cost-effective in improving
distribution system reliability. The value-based reliability methodology is illustrated
by using a practical urban distribution system of a Canadian utility. A commercial
computing tool is used for distribution reliability indices.

The importance of electricity supply reliability, which influences customer pur-
chasing decisions is being recognized by electric utilities as the electricity industry
is moving toward deregulation and customer choice. The distribution system is an
important part of the total electric supply system as it provides the final link between a
utility’s bulk transmission system and its ultimate customers. Aswas stated earlier in this
book, it has been reported in many technical publications that over 80% of all customer
interruptions occur due to failures in the distribution systems.

In the past, the distribution segment of a power system received less attention
dedicated to reliability planning than the generation and transmission segments. The
distribution segment has been the weakest link between the source of supply and the
customer load point. This is because generation and transmission segments are very
capital intensive, and outages in these segments can have widespread catastrophic
economic consequences to both utilities and customers, as was in the case of the
US–Canada blackout on August 14, 2003. Though a distribution system reinforcement
scheme is relatively inexpensive compared to a generation or a transmission improve-
ment plan, a utility routinely spends a large sum of money collectively on a number of
distribution improvement projects.

17.2 VALUE-BASED RELIABILITY ASSESSMENT
IN A DEREGULATED ENVIRONMENT

At present, deregulation of the electric energy industry is forcing electric utilities into
unfamiliar territories. For the first time in the electricity supply history, the customers are
having opportunities to look for value-added services from their suppliers or they will
start to shop around. It is a foregone conclusion that failure to recognize customer
preferences in a competitive market would bring disastrous results to many utilities. The
emerging competitive energy market will be characterized by intense price competition.
Utilities will be faced with new challenges of budget constraints, safety, environment,
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lower load growth, need formore involvement of different interest groups in the planning
and designing process, and more competitive independent distributed generators.
Moreover, electric utilities will be under conflicting pressures for providing even higher
standards of service reliability and hold the line on rates.

It is apparent that modern society is increasingly becoming dependent on
cost-effective reliable electric power supply, and unreliable electric power supplies can
be extremely costly to both utilities and customers. It has also been recognized that rules
of thumb and implicit criteria cannot be used in a consistent manner when a very large
number of capital and operation and maintenance (O&M) investments are routinely
being made. There is therefore a growing interest in economic optimization approaches
to distribution system planning and expansion. For a rational decision making on the
requirements of changing the supply reliability levels experienced by customers, utility
costs and the costs incurred by customers associated with interruption of service must be
incorporated in the distribution system planning practices.

A value-based distribution system reliability planning approach attempts to locate
the minimum cost solution where the total cost includes the utility investment costs plus
the operating costs plus the customer interruption costs as shown in Fig. 11.2.
Value-based distribution system reliability planning, therefore, becomes an invaluable
tool usingwhich a proactive, customer-responsive utilitywill be able to retain its existing
customer-base and win new customers. This chapter illustrates the use of a value-based
reliability method in the optimal design of urban distribution systems that benefit both
electricity suppliers and customers. The value-based planning approach is illustrated by
using a practical urban distribution system.

17.3 THE CHARACTERISTICS OF THE ILLUSTRATIVE URBAN
DISTRIBUTION SYSTEM

Although normally operated radially, urban areas with high-density commercial,
industrial, residential, government, and institutional loads are supplied from a number
of meshed distribution supply systems such as primary selective systems, primary loop
systems, and secondary grid networks. On the contrary, the sparsely populated rural
service areas with a mix of commercial and residential customers are normally serviced
by overhead radial distribution systems.

Although variations exist among urban feeders across the MidAmerican service
territory, the majority of the urban feeders have principally similar characteristics. To
broadly apply conclusions reached in the study, the features of a typical urban dis-
tribution feeder and substation were agreed upon and used in the study. These typical
features of the MidAmerican urban distribution system are as follows:

1. the load density is 2.5MW per mainline feeder mile;

2. the feeder normal rating is 10MVA, and the emergency rating is 11.6MVA;

3. the feeder length and conductors used in the urban system prevent voltage from
limiting backup capability;
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4. the typical urban distribution substation consists of dual 33MVA transformers
each with an emergency rating of 48MVA.

On the basis of these criteria, an existing MidAmerican urban circuit was selected
for use in the study. The selected circuit serves a peak load of 8.2MW and consists of
2.9 miles of three-phase mainline, 2.3 miles of fused three-phase taps, and 7.4 miles of
fused single-phase taps. The circuit is shown in Fig. 17.1.

The greatest impact on customer reliability from a design standpoint can be obtained
from improving mainline reliability. So for study purposes, the circuit was reduced to
the three-phase mainline. Loads and customers on fused taps were lumped back to the
mainline section serving the tap. The study was performed using equipment failure rates
and repair times, which were based upon past performance of the Canadian utility’s
urban distribution system and industry averages. A listing of the failure rates and repair
times used in the study is provided in Table 17.1.

The assumed switching time used in the study was 60min to isolate a failure, and an
additional 10min to close feeder ties when available. The average customer interruption

Figure 17.1. Illustrative urban distribution system.
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cost figure used in the cost–benefit analyses is $10.76/kWh. The unserved energy in
kilowatt hour can be converted to a cost based upon customer value of reliability. In this
manner, system modification costs can be compared against the associated reliability
benefits to determine if the improvements are economically justifiable. Various system
layouts, including reliability benefits, were compared using economic analysis to arrive
at the optimal layout for a distribution system. A number of urban distribution system
design criteria were optimized and are described in the following sections. A brief
description of the items optimized and the process used is provided in the following.

Optimal feeder mainline section length was calculated mathematically by deriving
an equation for the reduction of unserved energy costs associated with adding a switch at
the midpoint in a single mainline section. The optimal section length was then calculated
by setting reduction in unserved energy costs equal to the cost of the switch installation.
Equations are included in Section 17.10.

Optimal feeder loading and transformer loading were determined by performing
simulations to calculate the unserved energy costs for the total load served by an urban
distribution substation. Simulationswere run at different system load levels (100%, 80%,
70%, etc.) and annual unserved energy cost was calculated by weighting the results of
each simulation by the percentage of the year that each load level is present. The five-step
load model used in the study is presented in Table 17.2.

The annual unserved energy cost for a particular transformer and feeder-loading
scenario was then added to a charge for any unused transformer and feeder capacity to
create the total annual cost of the loading scenario. Annual costs of each loading scenario
were then compared to determine the most cost-effective solution. Equations are
included in Section 17.11.

TABLE 17.1. Component Failure Rates and Repair Times

Component Failure Rate (F) Repair Time (RT)

Substation transformer 0.07/year 24 h
Bus/switchgear 0.001/year 15 h
Circuit breaker 0.0036/year 32 h
Three-phase UG 0.35/miles year 18 h
Three-phase OH 0.8/miles year 4 h
Switch 0.001/year 5.5 h

TABLE 17.2. Five-Step Load Duration Curve Approximation

Load Level (%) Probability

100 (Peak) 0.001
80–90 0.025
70–80 0.040
60–70 0.097
560 0.837
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The optimal number of feeder ties was determined by performing simulations to
calculate the unserved energy for a single feeder while varying the number of feeder
ties. The incremental reduction in unserved energy costs associatedwith each feeder tie
addition is then compared against the incremental cost of installing the tie. Differing
level benefits are obtained when adding feeder ties depending on where the tie is
located.

17.4 DISCUSSION OF RESULTS

The optimal section length can be mathematically determined independent of the other
distribution system design issues if two assumptions are made. The first assumption is
that once a faulted section is isolated, there is enough feeder tie capacity to serve the
remaining sections. This is a safe assumption taking into account the Canadian utility’s
load duration curve (see Table 17.2). Over 93% of the hours fall at 60% load level or less.
At 60% loading, even one tie should be able to cover the circuit assuming that voltage is
not a limiting issue. Also, formost faults, the feeder ties will not be required to pick up the
entire feeder because a portion of the feeder will be served by the normal source, unless
one of the first sections is faulted.

The second assumption is that load along the feeder is uniformly distributed. This
may not be the case, but the majority of the benefit of adding sectionalizing switches
comes from shortening section length, no matter what the load distribution. If there is
large spot load, additional switches can be put on either side or both sides to protect it.

Once these two assumptions aremade, amathematical analysis can be carried out for
the addition of switches. The benefit in unserved energy cost reduction can be calculated,
and since the cost of the switch and installation is also known, the analysis can be used to
determine optimal section length with a cost–benefit analysis. A detailed derivation of
the equations can be found in Section 17.10. Table 17.3 shows the results of the cost–
benefit analysis taking into account customer reliability benefits and using different
years to payback. It should be noted that the calculation used equipment and installation
costs of overhead distribution switches, and therefore the resulting section length is
applicable to overhead portions of the three-phase feeder.

The results in Table 17.3 indicate a rather short section length is beneficial even
using a 1-year payback period. By using the results from this analysis, it was decided to
modify the feeder to have a section length of around 1000 ft. The circuit originally had

TABLE 17.3. Optimum Section Lengths

Year to Payback Length (miles) Length (ft)

1 0.26 1396
2 0.19 1012
3 0.16 846
4 0.14 751
5 0.13 687
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5 sectionalizing switches over a length of about 2.9 miles; therefore, 11 more switches
were added to bring the section length to around 1000 ft.

17.5 FEEDER AND TRANSFORMER LOADING LEVELS

Feeder loading and transformer loading also need to be addressed to set up the base case.
To perform this part of the analysis, the circuit was modified to reflect different feeder
load levels. Additional sections were added in specific cases to represent the circuit
configuration for a higher loaded feeder. The unserved energy costs associated with
different feeder loading levels were determined.

The unserved energy costs decrease as feeder load levels are lowered; however,
to allow a comparison of alternatives, a charge was applied for unused feeder and
transformer capacity. To fairly incorporate the transformer loading, the approach used
was to determine the unserved energy cost and unused capacity charge associated with
serving 33MVA of load. That way, each alternative case could be directly compared
against a base case that was selected to be a completely loaded transformer with three
11MVA feeders. A cost–benefit analysis was performed on each of the cases, where the
benefit was the difference between the unserved energy costs of the base case and the
unserved energy costs of the alternative case. The cost for the alternative case was the
capacity charge associatedwith operating the systembelow full nameplate capacity levels.
The values used for capacity charges were those agreed upon for alternative source
calculations and are listed in Section 17.11.

Each alternative case was run by using two feeder ties and a bus tie, because earlier
runs indicated that was the optimal way to operate the system no matter what load level
was chosen. Table 17.4 shows the calculated results. In this chapter, UE and DUE denote
unserved energy and marginal unserved energy reduction respectively.

A utility cost–benefit analysis modelwas used to calculate the years to payback for
each alternative. The option with the shortest payback period indicates that it is the
most economical way to serve the load taking into account the customer value of
reliability. Since the transformer capacity charge is much larger than the feeder
capacity costs, the results show that loading the transformer closer to nameplate rating

TABLE 17.4. Feeder and Transformer Loading Comparison

MVA
Feeders/
xfmr

Unserved
Energy
Cost ($)

UE Cost for
33MVA
xfmr ($)

Unused
Capacity
Cost

Cost for
xfmr Load
Losses ($)

Annual
Benefit ($)

Years to
Payback

11 3 226,468 679,403 0 25,826 0 –
10 3 190,744 629,455 88,896 22,155 53,620 3
9 3 158,484 581,110 205,230 18,833 105,2887 3
8 4 129,799 535,423 102,800 24,563 145,243 1
7 4 105,460 497,168 257,912 19,901 188,160 2
6 4 84,420 464,310 413,024 15,860 225,058 3
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is advantageous. Also, because most of the unserved energy costs come from faults in
the line, increasing the transformer loading only incrementally increases unserved
energy costs.

17.6 BUS AND FEEDER TIE ANALYSIS

Once the base case was determined, it was used to verify how many feeder ties are
cost-beneficial taking into account the customer value of reliability. By using the results
from Tables 17.3 and 17.4, the base case was chosen as an 8MVA circuit with a section
length of approximately 1000 ft. Starting at a base case with no ties, ties were added one
at a time and the utility cost–benefit analysis model was used to determine if that
incremental change was beneficial. The calculated results for each addition are shown in
Table 17.5.

17.6.1 Tie Costs and Descriptions

The bus tiewas simulated in the analyses as a backup source to the distribution substation
switchgear in the case of a transformer failure. The cost of bus tie was estimated at
$100,000 and consisted of two breakers and associated cable work for the bus tie
installation. The first feeder tie was simulated as a backup source at the end of the feeder
because typically as the distribution system expands outward a normally closed switch
turns into a normally open tie point. Therefore, the cost of this improvement was set at
zero. The second and third feeder ties were simulated as backup sources near the
midpoint and quarter-point of the feeder respectively. The cost of these improvements
consisted of the switch and three-phase construction required to connect the test feeder to
an assumed adjacent feeder. Section 17.12 illustrates how the three-phase construction
cost was calculated. Since the test feeder and the adjacent feeder each receive a benefit
from a feeder tie, the three-phase construction cost was cut in half for the cost–benefit
analysis.

The results shown in Table 17.5 indicate large benefits associated with adding the
bus tie and adding the first feeder tie. However, the benefit gained from adding the second
and third feeder ties is very small.

TABLE 17.5. Cost–Benefit Analysis of Adding Bus Tie

Tie
Incremental
Cost ($)

Incremental
Benefit (annual) ($)

Years to
Payback

Bus tie 100,000 79,789 2
Feeder tie 1 0 152,367 �1
Feeder tie 2 13,384 302 430
Feeder tie 3 6404 3 430
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17.7 MAINTENANCE

The simulation results indicate that in many cases only one tie is cost-beneficial. While
having only one tie may be economically advantageous, switching options are greatly
reduced, especially when one circuit is restricted due to maintenance or construction
projects such as road widening. If a fault occurred when the tie was unavailable, it
would lead to significant customer outage duration. To include this aspect, two different
scenarios, one with the second tie and one without the second tie, can be combined to
represent a system with feeder tie availability considered. The only requirement is to
determine what percentage of a year the tie typically is unavailable. Section 17.13
illustrates the computation model. Table 17.6 summarizes the results with maintenance
included.

Table 17.6 illustrates that whenmaintenance is included, the benefit of the second tie
is more apparent. As themaintenance becomes less frequent, meaning the tie is available
for a higher percentage of the year, the benefit of adding the second tie decreases
considerably.

17.7.1 Single Transformer

Cases were also run to see if the results differ for a single-transformer substation. In these
cases, the bus tie was removed, and all ties were assumed to be from circuits served from
the same transformer, excluding the tie at the end, whichwas assumed to be from a circuit
served from another substation. Because the bus tie is used only for transformer faults,
which is a small percentage of all faults, these results lead to the same conclusions as a
two-transformer substation. Even without the bus tie, the feeder tie at the end of the
circuit will be able to pick up a large portion of an 8MVA feeder during many hours of
the year, considering utility’s load duration curve. For the feeder ties to pick up sig-
nificant load during a transformer failure, there needs to be an emergency rating on the
transformers at the surrounding substations.

17.7.2 Conductor Sizing

In most areas, the distribution system can be classified as a 600A system, and in most
instances, conductor sizes can be chosen in accordance with that concept. However, in

TABLE 17.6. Cost–Benefit Analysis of Second Tie Including Maintenance Considerations

Frequency of Maintenance
Benefit of

Second Tie ($) Cost ($)
Years to
Payback

4 weeks every 1 year 11,990 13,384 2
4 weeks every 3 years 4198 13,384 6
4 weeks every 5 years 2639 13,384 12
4 weeks every 10 years 1470 13,384 430
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areas where voltage limitations are a concern, a larger conductor has been used to help
return the system to an ampacity-limited rather than to a voltage-limited one. Designing
the system by using a larger conductor can be an economical solution for systems where
voltage limitations exist. However, in an ampacity-limited system, selecting a larger
conductor sizewill not provide significant benefit in terms of reliability. To illustrate this
point, additional scenarios were run to compare the benefit in reliability from increased
available tie capacity. The results of the simulation show that installing a larger sized
conductor strictly for increasing tie capacity is not cost justifiedwhen taking into account
the customer value of improved reliability.

17.8 FEEDERS WITH NONFUSED (LATERAL)
THREE-PHASE BRANCHES

Another issue to address is adding ties for three-phase nonfused lateral (see Fig. 17.1)
branches on a circuit. For long branches of the main circuit, considerable unserved energy
costs can be observed if there is no backup tie. An equation representing the benefit of
adding a tie for branches of different lengths is provided in Section 17.14. Table 17.7
summarizes the reduction of unserved energy costs for various branch lengths.

It is apparent that as the length/load of the three-phase branch increases, the benefit
of constructing an additional feeder tie at the end of the branch also increases. Assuming
that a project with a 5-year payback period is economically justifiable, the last column
in the table indicates the allowable costs associated with constructing the additional
feeder tie for a generic feeder.

17.9 FEEDER TIE PLACEMENT

Feeder tie points should be spread evenly across the circuit taking into account customer
loading. Considering a feeder tie as an additional source verifies this conclusion.
Spreading out the sources allows more customers to be picked up following an outage.

TABLE 17.7. Benefit of Additional Tie for Three-Phase Branches

Branch
Length
(miles)

DUE Sections
(kWh)

DUE Switches
(kWh)

DUE Total
(kWh)

Benefit
($)

Feeder Tie Investment
Allowed for a

5-Year Payback ($)

0.2 0.0 0.0 0.0 0 0
0.4 226.7 2.2 228.8 2462 6298
0.6 680.0 4.3 684.3 7363 18,833
0.8 1360.0 6.5 1366.5 14,704 37,610
1 2266.7 8.7 2275.3 24,483 62,623
1.2 3400.0 10.8 3410.8 36,701 93,874
1.4 4760.0 13.0 4773.0 51,357 131,362
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Figure 17.2 shows an example of this on a system with only one feeder tie. A failure
occurring at the spot marked “X” will result in the majority of the customers remaining
unserved until the failure is resolved. The tie as positioned in Fig. 17.2 serves no purpose
for failures beyond the first switch. However, if the tie is placed at the end of the circuit as
illustrated in Fig. 17.3, it gives a far greater benefit to reducing unserved energy.

The same argument illustrated in Figs. 17.2 and 17.3 for one feeder tie, also applies
to circuits with more than one tie (when there is a limited capacity on each tie). An
example of this for a circuit with two feeder ties is illustrated in Fig. 17.4. Assume for this

Figure 17.2. Tie location near source.

Figure 17.3. End of feeder tie location.

Figure 17.4. Two feeder ties unevenly spaced.
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example that each tie has enough available capacity to serve two sections of the original
feeder. As shown in Fig. 17.4, a failure located at “X” would lead to a large amount of
unserved energy because the tie at the end of the circuit does not have enough capacity to
pick up more than the last two sections of the feeder. However, if the ties are evenly
spaced as shown in Fig. 17.5, every section can retain service except the one directly
affected by the fault.

17.10 FINDING OPTIMUM SECTION LENGTH

Assumptions:

1. Feeder load is uniformly distributed at 2500 kW per mile of three-phase line.

2. All load can be picked up once failure is isolated.

The illustration in Fig. 17.6 shows a sectionwhere a switchwill be added to form two
sections each of length “X”.

The annual benefit of this improvement is the reduction in unserved energy costs.
The following is a mathematical derivation of the benefit in terms of the desired section
length, “X.”

Figure 17.6. Illustration of switch addition.

Figure 17.5. Two feeder ties evenly spaced.
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17.10.1 Definition of Terms

Fline failure rate of line (events/mile year)
Fswitch failure rate of line switch (events/year)
Loadtotal total feeder load (kW)

RTline repair time of line (h)
RTswitch repair time of switch (h)
Tswitching time required to isolate failure and close ties in hours (Tswitching

70min¼ 1.166 h)
UE unserved energy (kW/h)
x section length (miles)

Benefit ¼ DUE� Cost=kWh ¼ ðUEold�UEnewÞ � Cost=kWh ð17:1Þ
UEold ¼ ð2x� FlineÞð2x� kW=mileÞ � RTline ð17:2Þ

UEnew ¼ ðx� FlineÞðx� kW=mileÞ � RTlineþðx� FlineÞðx� kW=mileÞ
�Tswitchingþðx� FlineÞðx� kW=mileÞ � RTline

þðx� FlineÞðx� kW=mileÞ � T switchingþðFswitchÞð2x� kW=mileÞ
�RTswitchþðFswitchÞðLoadtotalÞ � T switching

ð17:3Þ
The failure rates and repair times listed in Table 17.8 can be used in the calculations.
Substituting the failure rates and repair times along with assumed constants into the

previous equations results in the following:

UEold ¼ ð2x� 0:8Þð2x� 2500Þ � 4

¼ 32; 000x2 kWh

UEnew ¼ ðx� 0:8Þðx� 2500Þ � 4þðx� 0:8Þðx� 2500Þ � 1:166
þðx� 0:8Þðx� 2500Þ � 4þðx� 0:8Þðx� 2500Þ � 1:166
þð0:001Þð2x� 2500Þ � 5:5þð0:001Þð10000Þ � 1:166

¼ 20666:7x2þ 27:5xþ 11:67 kWh

DUE ¼ 32000x2�ð20666:7x2þ 27:5xþ 11:67Þ kWh

¼ 11333:3x2� 27:5x� 11:67 kWh

DUE� $10:76=kWh ¼ 121; 946:7x2� 295:9x� 125:5

TABLE 17.8. Component Failure Rates and Repair Times

Component Failure Rate (F) Repair Time (RT)

Three-phase OH 0.8/miles year 4 h
Switch 0.001/year 5.5 h
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The cost of a switch and installation was estimated to be $5000. Using UCBM, the
30-year present worth of that investment was calculated to be $8481. Setting the cost
equal to the annual reliability benefit to customers and solving for x, will give the desired
section length for a 1-year payback as shown in Equation 17.4 The terms can also be
multiplied by the appropriate factors to obtain the desired section length for a 2-year
payback, and so on.

121; 946:7x2� 295:9x� 125:5 ¼ 8481 ð17:4Þ

17.11 FEEDER AND TRANSFORMER LOADING

Feeder tie capacity and bus tie capacity used for these simulations were calculated using
Equations 17.5 and 17.6:

Feeder tie capacity ¼ feeder emergency rating� feeder peak load ð17:5Þ

Bust tie capacity ¼ ðxfmr emergency rating� xfmr load levelÞ=
number of feeders=xfmr

ð17:6Þ

The feeder tie capacity is equal to the emergency rating minus the feeder peak load
level, assuming an ampacity-limited feeder. For a typical feeder, the normal rating is
10MVAand the emergency rating is 11.6MVA. The emergency rating for a new33MVA
transformer was calculated by using PT load. Results showed that the transformer could
be loaded to 48MVA, assuming a typical MidAmerican daily load curve. The PT load
studies were performed for a 24 h period, which was taken to be the time required for a
mobile substation to be installed.

In simulating a transformer failure, it was assumed that the bus tie capacity was split
up evenly among the circuits fed from a transformer. This was necessary because
simulations were run on a per feeder basis, so assigning the total bus tie capacity to the
feeder being simulated would underestimate the total unserved energy associated with a
transformer failure. Splitting the bus tie capacity evenly represents the fact that for a
transformer failure, the bus tie to the other transformer is able to pick up only a percentage
of the total transformer load. Table 17.9 shows the results of the simulation runs and the
cost–benefit calculations.

Circuit length ¼ 2:25þðfeederMVA� 6Þ � :2 ð17:7Þ

xfmr load ¼ number of feeders� feederMVA

UE for 33MVA ¼ number of feeders � UEper feederþ 33� xfmr loadð Þ
feederMVA

2
4

3
5 ð17:8Þ

Annual benefit ¼ UE11 MVA system�UEalternative system ð17:9Þ
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The capacity charges used were the same ones used for second source calculations.
They are listed below.

xfmr capacity cost ¼ $29; 632=MVA

Feeder capacity cost ¼ $9146=MVA
ð17:10Þ

The equations used to calculate the capacity charge for the total system are as
follows for feeder capacities of 10MVA and below:

Feeder capacity cost ¼ number of feeders�ð10MVA� feederMVAÞ� $9146
xfmr capacity cost ¼ ð33�ðnumber of feeders� feeder MVAÞÞ� $29;632
Unused capacity cost ¼ feeder capacity costþxfmr capacity cost

ð17:11Þ
Using the “annual benefit” and the “unused capacity cost,” a cost–benefit analysis

can be performed on each scenario that takes into account the customer value of
reliability. The option with the shortest payback period is the desired alternative. The
results in Table 17.4 in Section 17.5 show that four 8MVAcircuits are the alternativewith
the shortest payback period.

17.12 FEEDER TIE COST CALCULATION

To find the construction cost of the three-phase line that is required for a feeder tie, the
distance between the two circuitsmust be calculated. That number can then bemultiplied
by the cost per mile of three-phase construction. Assuming a two-transformer substation
with four feeders per transformer, area served will be split into 1/8th, as indicated in
Fig. 17.7. Each line emanating from the center represents a feeder.

Assuming a 1.75-mile radius for the substation, the following figures represent a tie
placed at the midpoint of a feeder (Fig. 17.8).

sin 22:5� ¼ X=2

0:85

X ¼ 2� 0:85� sin 22:5�

X ¼ 0:55 miles

TABLE 17.9. Feeder and Transformer Loading Comparison

MVA

Circuit
Length
(miles)

No. of
Feeders/
xfmr

Unserved
Energy
Cost ($)

UE Cost
for 33MVA
xfmr ($)

Capacity
Cost ($)

Benefit
(annual, $)

Years to
Payback

11 3.25 3 150,441 451,324 0 0 –
10 3.05 3 125,258 413,352 88,896 37,972 4
9 2.85 3 102,873 377,201 205,230 74,123 5
8 2.65 4 84,425 348,254 102,800 103,070 2
7 2.45 4 68,632 323,552 257,912 127,772 3
6 2.25 4 55,529 305,411 413,024 145,913 5
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Cost ¼ $30; 487=mile� 0:55 miles

Cost ¼ $16; 768
Cost per feeder ¼ $16; 768=2 ¼ $8384

17.13 EFFECTS OF TIE MAINTENANCE

To model a more accurate representation of adding a second feeder tie to the circuit,
the effect of the feeder tie maintenance had to be included. Different frequencies of tie
maintenance were selected, which allowed the tie availability to be calculated. The tie
availability was used to calculate a new unserved energy cost for Case 2 (single-feeder
tie). If the feeder tie is available, the system remains the same as Case 2, which has an
unserved energy cost of $96,561. If the feeder tie is unavailable, the system has an
unserved energy cost of $272,489. Multiplying each of these by the correct factor and

Figure 17.7. Service area split into 1/8th.

Figure 17.8. Illustration of tie placement.
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then adding the results will give the modified unserved energy cost for Case 2 with
maintenance effects included. The equation used to arrive at the modified unserved
energy cost is listed below.

UEnew ¼ TA� $96; 561þ 1�TAð Þ � $272; 489 ð17:12Þ

where TA denotes tie availability.
Table 17.10 lists various frequencies of maintenance. The maintenance duration of

672 hcorresponds to4weeks.The tie availability andcorrespondingUEcosts are also listed.
The new unserved energy cost of Case 2 (single-feeder tie) can then be compared

against the unserved energy cost of the case with two feeder ties ($96,303) to determine
the benefit of adding the second tie. Table 17.6 in Section 17.7 shows the yearly benefit
associatedwith eachmaintenance frequency for the addition of a second feeder tie. These
values were used in UCBM to determine the payback period for the incremental
investment taking into account customer value of improved reliability.

17.14 ADDITIONAL TIES FOR FEEDERS WITH
THREE-PHASE BRANCHES

The benefit of adding a tie at the end of a three-phase branch is that for line or switch
failures; only the section that failed will be unserved during repair instead of all down-
stream sections in the case of no backup tie. Figure 17.9 illustrates this concept.

Figure 17.9. Benefit of tie for three-phase branch.

TABLE 17.10. Frequencies of Maintenance

Maintenance
Duration (h)

Frequency
(once every N years)

Tie Availability
(%)

New UE Cost
of Case 2 ($)

672 1 92.3 158,879
672 3 97.4 151,097
672 5 98.5 149,528
672 10 99.2 148,360
672 15 99.5 147,970
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If following two assumptions are made, an equation can be developed for the benefit
of installing the additional feeder tie:

1. Feeder load is uniformly distributed at 2500 kW/mile of three-phase.

2. All load can be picked up once failure is isolated.

The method used in developing the equation was to calculate the reduction in
unserved energy for a fault on each section and each switch on the branch. For example,
for a fault on the second section of the branch as depicted in Fig. 17.9, four sections will
be unserved if there is no feeder tie and only one section will be unserved if there is a
feeder tie. The three sections that are served in the case with the feeder tie are not picked
up back instantaneously; instead, they are out for the time it takes to isolate the failure and
close the backup tie. Therefore, the load on those three sections will be unserved for a
smaller amount of time if the backup tie is available.

To apply this to a branch with “n” sections, the change in unserved energy for a fault
on each individual section and switch needs to be calculated. Equation 17.13 calculates
the change in unserved energy for faults on each section.

17.14.1 Definition of Terms

Fline failure rate of line (events/mile year)
Fswitch failure rate of line switch (events/year)
n number of sections
RTline repair time of line (h)
RTswitch repair time of switch (h)
Tswitching time required to isolate failure and close ties (h)
UE unserved energy (kWh)

DUE ¼ section length� Fline � kW=mile� section length� ðn� 1Þ
�ðRTline� T switchingÞ  1st sectionþ section length� Fline

�kW=mile� section length� ðn� 2Þ � ðRTline� T switchingÞ
 2nd sectionþ section length� Fline � kW=mile� section length

�ðn� 3Þ � ðRTline� TswitchingÞ 3rd section

ð17:13Þ

Factoring out some like-terms, Equation 17.12 can be simplified to Equation 17.13.

DUE ¼ section length2 � Fline � kW=mile� ðRTswitch� T switchingÞ
½n� 1þ n� 2þ n� 3þ � � � þ 1�

DUEsections ¼ section length2 � Fline � kW=mile� ðRTswitch� T switchingÞ

�
Xn� 1

i¼0
n�ðiþ 1Þ

ð17:14Þ
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A similar approach is used to determine the change in unserved energy associated
with switch failures, and Equation 17.15 below is arrived at.

DUEswitches ¼ Fswitch � kW=mile� section length� ðRTswitch� TswitchingÞ
�
Xn� 1

i¼0
n�ðiþ 1Þ ð17:15Þ

To obtain the total change in unserved energy from adding the switch, the previous
two equations can be added. Table 17.7 in Section 17.5 summarizes the benefits asso-
ciated with adding a feeder tie at the end of a three-phase branch for various branch
lengths.

17.15 CONCLUSIONS

This chapter presented value-based probabilistic urban distribution system planning
models for determining optimal section length for switch placement on the main feeder,
number and placement of feeder ties, and feeder and transformer loadings. The following
conclusions were reached on the basis of the assumed failure rates, repair times,
switching time, and customer value of reliability used in the analyses. A sectionalizing
switch should be placed every 0.7MWof feeder load or approximately every one-fourth
mile. Two feeder ties should be installed on a radial feeder with no three-phase branches
and with no voltage constraints. The most essential tie, in terms of reliability, is the tie
located at the end of the feeder. This tie allows themost flexibility because it can provide
backup for a failure anywhere along the feeder. Available transformer capacity (top
nameplate rating) should be used for normal loading conditions. Feeders should be
loaded to approximately 8MVA, leaving 3–4MVA available in emergency. Having
sufficient feeder tie capacity on adjacent feeders is essential for providing backup
capacity following a transformer outage and, more importantly, for backup following
feeder outages, which occur more frequently.
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18

RADIAL FEEDER
RECONFIGURATION ANALYSIS

18.1 INTRODUCTION

As stated earlier in this book, historical distribution feeder reliability assessment
generally summarizes discrete interruption events occurring at specific locations over
specific periods, whereas predictive assessment estimates the long-run behavior of
systems by combining component failure rates and repair (restoration) times that
describe the central tendency of an entire distribution of possible values with feeder
configurations. The outage time due to component failures can substantially be reduced
by protection and sectionalizing schemes. The time required to isolate a faulted
component by isolation and switching action is known as switching or restoration time.
An alternative supply in radial networks normally enhances the load point reliability.
Fuses usually protect the lateral distributors connected to the customers. This chapter
presents a reliability methodology to improve the radial distribution feeder reliability
performance using a simple illustrative feeder configuration.

It is a well-known fact that the distribution system is an important link between the
bulk transmission system and its customers, and in many cases these links are radial in
nature, which makes them vulnerable to outages due to a single event. A radial
distribution circuit generally uses main feeders and lateral distributors to supply
customer energy requirements.

Power Distribution System Reliability. By Ali A. Chowdhury and Don O. Koval
Copyright � 2009 the Institute of Electrical and Electronics Engineers, Inc.



The basic activities associatedwith distribution system reliability assessment can be
divided into two fundamental segments of measuring past performance and predicting
future performance. Service continuity data are being routinely published by many
organizations and utilities. The calculated statistics aid in planning, operating, and
maintaining the distribution system.

The customer outage time due to component failures can significantly be reduced by
protection and sectionalizing schemes. The time required to isolate a faulted component
by isolation and switching action is defined as switching or restoration time. Options for
an alternative supply to radial feeders normally increases customer load point reliability
levels.

Atmost electric utilities, the determination of acceptable levels of service continuity
is currently achieved by comparing the actual interruption frequency and duration
indices with arbitrary targets. For example, monthly reports on service continuity
statistics produced many utilities that contain the arbitrary targets of system reliability
indices for performance comparison purposes. It has been recognized that rules of thumb
and implicit criteria cannot be used in a consistent manner to the very large number of
capital investment and operating decisions that are routinely being made.

This chapter is concerned with the aspects of predictive assessment, and it presents
the basic concepts involved in the use of customer interruption cost data to evaluate the
worth of distribution system reliability at the individual customer load points. Predictive
distribution system reliability indices were computed and used to estimate the customer
interruption costs by considering outages in the radial distribution networks associated
with an illustrative rural feeder configuration. The expansion plan of a distribution feeder
can be optimized in terms of reliability by using an economic criterion in which the sum
of both customer interruption and system costs is minimized. This chapter presents a
reliability cost/reliability worth methodology to improve the distribution feeder reliabil-
ity performance by using a simple illustrative rural feeder configuration.

18.2 PREDICTIVE FEEDER RELIABILITY ANALYSIS

To render a rational means of decision making for changing service continuity levels
experienced by customers, it is necessary to include system costs and the costs incurred
upon customers associated with an interruption in current planning and operating
practices. A value-based reliability planning approach therefore attempts to locate the
minimum cost solution, where the total cost includes investment cost plus operating cost
plus customer interruption cost. Using the concept of value-based reliability planning, a
given level of service reliability can be examined in terms of the cost and theworth to the
customer of providing the electric service.

Value-based distribution system reliability planning, therefore, becomes an invalu-
able tool using which a proactive, customer-responsive utility will be able to retain its
existing customer base and win new customers. The value of service, that is, theworth of
reliability expressed in terms of costs of customer interruptions can be established on the
basis of actual surveys of the customer perception regarding the level of reliability they
are willing to pay for. By establishing a method of giving a dollar value to various levels
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of reliability, it is possible to ascertain the balance where reliability and cost are best
matched. The data compiled from customer surveys lead to the creation of sector
damage functions. The cost of interruption at a single-customer load point depends
entirely on the cost characteristics of that customer. The sector damage function
presents the sector interruption costs as a function of interruption duration. The custo-
mer costs associated with an outage at any load point in the system involve the
combination of costs associated with all customer types affected by that interruption.
This combination leads to the development of a composite customer damage function.
For the purposes of this chapter, a generic cost of interruption value of $10.76/kWh has
been used in these studies to illustrate the application of the value-based reliability
methodology in distribution feeder reliability assessment. The terms “unserved energy
cost,” “customer interruption cost,” and “customer outage cost” are used interchange-
ably in this chapter.

Predictive reliability performance is normally concerned with the supply adequacy
at the customer load points. The basic indices used are the load point average failure rate
(l), average outage duration (r), and average annual outage time (U). The mathematical
models for the basic reliability indices for series and parallel systems are given in the
following.

For a radial system, the indices at each load point “p” are

lp ¼
XN
i¼1

li failures=year ð18:1Þ

Up ¼
XN
i¼1

liri h=year ð18:2Þ

rp ¼ Up

lp
h=failure ð18:3Þ

For a two-component parallel system, the indices at each load point “p” are

lp ¼ l1l2ðr1þ r2Þ
1þ l1r1þ l2r2

failures=year ð18:4Þ

rp ¼ r1r2

r1þ r2
h=failure ð18:5Þ

Up ¼ l1l2r1r2
1þ l1r1l2r2

h=year ð18:6Þ

where “N” denotes the number of outage events affecting load point “p.”
A distribution reliability program has been used in this chapter to analyze the

reliability improvement options for the illustrative distribution feeder. The program is
designed to aid electric utility and industrial/commercial customers with predictive
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reliability assessment of a distribution network. The customer-responsive utility would
address reliability problems by selecting project alternatives that have the highest
internal and external benefits. Customers may be willing to share the costs when
approached with quantifiable plans. In addition, it can assist in developing reliability
guidelines and service-based pricing by quantifying the system reliability. The computer
programused computes a set of reliability indices including SystemAverage Interruption
Frequency Index (SAIFI), System Average Interruption Duration Index (SAIDI),
Average ServiceAvailability Index (ASAI), load/energy curtailed and the cost of outages
based on the component outage data, and the cost of interruption to a customer. The
program models time-sequenced switching actions taken by an operator/repair person
following an outage. It can also be used to quantify benefits of automating distribution
systems and feeder reconfiguration and to compare various competing projects by using
cost of outages and utility benefits.

18.3 RELIABILITY DATA AND ASSUMPTIONS

The input data and assumptions used to assess the feeder reliability improvements are
presented in Table 18.1. As shown in Table 18.1, the three-phase (PH) overhead (OH)
distribution feeder failure rate seems to be higher than that of the industry averagevalues.
The rate of 0.8 failures/mile year reflects the actual failure performance over the years of
the rural distribution feeder analyzed in this chapter. This specific feeder is subject to
higher failures due to its geographical location, terrain, proximity to wildlife and public
interference, weather conditions, and feeder design considerations. The repair time
figures presented in Table 18.1 include crew callout, fault isolation, and actual repair or
replacement times for a piece of distribution component.

A utility cost–benefit analysis model was used to calculate the years to payback for
each alternative. The alternative with the shortest payback period indicates reliability
improvements that it is the most economical way to serve the load taking into account
customer value of reliability. The cumulative present values (CPV) in 2003 dollars for the
facility costs and the reliability benefits have been computed by considering a 35-year
project life, a discount rate of 8.34%, an inflation rate of 2.5%, and an unserved energy
cost of $10.76/kWh. The unserved energy cost of $10.76/kWh was derived from
published industry data by weighting the customer composition mix served by the

TABLE 18.1. Distribution Component Failure Data

Component Failure Rate Repair Time (h)

3 PH OH 0.8/miles year 4
Switch 0.001/year 5.5
Transformer 0.07/year 24
Regulator 0.0036/year 15
Recloser/breaker 0.0036/year 32
Switchgear/bus 0.001/year 15
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feeder studied in this chapter. Section 18.4 presents the results of the analyses for the
illustrative distribution feeder. Simulations were run at different system load levels (100,
80, 70%, etc.), and the annual unserved energy cost was calculated by weighting the
results of each simulation by the percentage of the year that each load level is present. A
five-step approximation of the feeder load duration curve is used in computing the annual
expected unserved energy for component outages. The five-step load model with
corresponding exposure probability is presented in Table 18.2.

18.4 RELIABILITY ASSESSMENT FOR AN ILLUSTRATIVE
DISTRIBUTION FEEDER

The basic objective of the study is to ascertain the different reliability improvement
options for the rural illustrative distribution feeder. The following sections present the
reliability improvement options for the feeder of study.

18.4.1 Base Case Circuit Description

The feeder studied in this chapter serves mainly rural area load. The feeder has a peak
load of 11.5MWand consists of approximately 28miles of three-phase overhead circuit.
This is a considerable amount of exposure for a single distribution feeder; however, the
feeder does have five reclosers to help reduce the exposure to any particular customer.
The feeder load is mainly concentrated on the north of the substation AA; that is, about
10MWof load is served from the north branch. The feeder presently has six feeder ties to
four surrounding substations. Figure 18.1 shows the current feeder layout. Some of the
ties are fairly weak due to the distance from the surrounding substations; but each tie is
able to provide backup for at least one branch of the circuit, so there is sufficient backup
capacity available. A brief description of the existing ties and their capabilities is
presented in the following.

18.4.2 Circuit Tie 47-2

This tie circuit serves 3MWof load at peak, which would leave a significant amount of
backup capacity, but the tie point to the circuit is 7miles away fromSub 47. Therefore, tie
capability is limited to 2MWat peak due to voltage constraints. At lower load levels, the

TABLE 18.2. Five-Step Load Duration Curve
Approximation

Load Level Probability

100% (Peak) 0.001
80–90% 0.025
70–80% 0.040
60–70% 0.097
<60% 0.837
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tie capacity would increase somewhat, but it is doubtful that it would be possible to serve
past Switch 469 (see Fig. 18.1 for map of the circuit) because of voltage constraints.
There are two ties to the feeder, which are relatively close to each other. For certain
outages, it is possible to close both ties and open a feeder switch between them, which
helps split the load, reducing voltage drop along the lines. The assumed tie capacity used
in the simulation is listed in Table 18.3. Note that this tie was not allowed to serve past
Switch 469 in the simulation.

18.4.3 Circuit Tie 46-1

This tie circuit has 8MWof load and is served by a 12.5MVA transformer. The tie point is
relatively close to Sub 46 (about 0.9miles), so voltage drop is not much of a concern;
however, there are no sectionalizing switches between this tie and the source for the
feeder of concern. This makes the tie very ineffective for providing backup for failures
along the feeder. It is only useful for a failure of the transformer, breaker, or feeder exit.
The assumed tie capacity used in the simulation model is listed in Table 18.4.

Figure 18.1. The illustrative feeder layout.

TABLE 18.3. Illustrative Circuit Tie 47-2 Capacity

Load (% of Peak) Tie Capacity (MW)

100 2
80 2.6
70 2.9
60 3.2
55 3.6
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18.4.4 Circuit Tie 43-2

This tie circuit serves 5MW of load and has two tie points to the feeder studied in the
chapter. The source at Sub 43 is approximately 5.5miles away from the tie points. This
again limits the tie capability to roughly 2MW at peak because of voltage constraints.
The branches that these ties backup are very lightly loaded and there is sufficient capacity
available to cover them. However, one of the branches has no sectionalizing switches
between the tie point and the recloser serving that particular branch, so the usefulness
of the tie is limited. The assumed tie capacity used in the simulation model is listed in
Table 18.5.

Note that this capacity is split equally between the two ties.

18.4.5 Circuit Tie 102-3

This tie circuit serves 2MWof load, but the tie point is 7miles from the source at Sub 102.
Tie capability is therefore limited to 2MWat peak due to voltage constraints. Also due to
existing circuit layout, this tie provides little benefit because there is normally an open
switch connecting the two branches of the feeder very close to this tie. The normally open
switch serves the same function as a feeder tie, even though it is to the same circuit. The
tie to Circuit 102-3 serves no additional benefit for normal line failures, only for a
transformer, breaker, or feeder exit failure. The assumed tie capacity used in the
simulation model is listed in Table 18.6.

18.4.6 Base Case Reliability

Using outage rates, switching times, and repair times, an expected unserved energy
figure is computed by the simulation runs. This figure can be converted to an unserved

TABLE 18.4. Circuit Tie 46-1 Capacity

Load (% of Peak) Tie Capacity (MW)

100 4.5
80 6.1
70 6.9
60 7.7
55 8.1

TABLE 18.5. Circuit Tie 43-2 Capacity

Load (% of Peak) Tie Capacity (MW)

100 2
80 3
70 3.5
60 4
55 4.25
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energy cost by multiplying by the average customer cost of unserved energy. Table 18.7
summarizes the expected annual unserved energy for the base case situation.

As shown inTable 18.7, the annual expected total unserved energy is 101,642.0 kWh
and the expected customer outage cost is $1,093,668.

18.5 ALTERNATIVE IMPROVEMENT OPTIONS ANALYSIS

The different reliability improvement alternative options considered in the studies are
shown in Fig. 18.2. The reliability improvements were simulated in the computer model
used to determine the reduction in customer outage costs, taking into account the
customer value of reliability. This allows cost–benefit analysis to be performed on feeder
improvements by comparing the benefits in reduced customer outage costs against the
capital cost required for the improvement. A total of four incremental improvement
options were considered for increasing the feeder reliability. As each incremental
improvement was analyzed, it was added to the previous improvements to determine
the benefit that related strictly to each particular addition.

18.5.1 Incremental Improvement Alternative 1: Add Distribution
Automation Switch

At present, the breaker will clear a line fault on any section along the north branch of the
feeder before Recloser 429. This adds 3.1miles of exposure to the entire feeder load.
Adding a distribution automation (DA) switch would remove this exposure and improve

TABLE 18.6. Circuit Tie 102-3 Capacity

Load (% of Peak) Tie Capacity (MW)

100 2
80 2.4
70 2.6
60 2.8
55 3

TABLE 18.7. Base Case Results

Unserved
Energy (kWh) Probability

Expected Unserved
Energy (kWh)

90–100% 221,796 0.001 221.8
80–90% 154,342 0.025 3,858.6
70–80% 125,883 0.04 5,035.3
60–70% 107,060 0.097 10,384.8
<60% (55%) 98,138 0.837 82,141.5

Annual total 101,642.0
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the reliability of the feeder. This improvement was modeled, and the results are listed in
Table 18.8.

The annual expected total unserved energy is 87,249.6 kWh and the calculated
customer outage cost is $938,806. For this improvement option, the annual incremental
benefit is $154,862, the incremental facility cost is $25,000 for the DA switch and
installation, and the payback period for the improvement project is less than 1 year.

18.5.2 Incremental Improvement Alternative 2: Add
Sectionalizing Switch

As discussed earlier, the usefulness of the tie to the Tie Circuit 46-1 is restricted due to the
fact that there is no sectionalizing switch between the tie and the normal source for the

Figure 18.2. The illustrative feeder improvement alternatives.

TABLE 18.8. Incremental Improvement Alternative 1 Results

Unserved
Energy (kWh) Probability

Expected Unserved
Energy (kWh)

90–100% 181,793 0.001 181.8
80–90% 129,420 0.025 3,235.5
70–80% 107,570 0.04 4,302.8
60–70% 92,021 0.097 8,926.0
<60% (55%) 84,353 0.837 70,603.5

Annual total 87,249.6
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feeder of study. Placing a switch as shown in Fig. 18.2 would allow backup for a failure
along the section north of the substation AA. It also provides the ability to isolate
the faulted section for a failure along the section where the new switch is placed.
The computer simulation results for the system after this improvement are shown in
Table 18.9.

The expected annual customer outage cost is $864,959 for this option. Annual
incremental benefit for this improvement option is $73,847, and the incremental cost for
the sectionalizing switch is $5000 (cost of switch and installation). The investment
payback period is less than 1 year.

18.5.3 Incremental Alternative 3: Relocate Recloser 255

If Recloser 255 was removed from its current location and placed just south of the
substation, it would reduce exposure of the north section of the feeder by almost 2miles.
It must be verified that coordination between the breaker and the recloser can still be
attained if the recloser is moved. Since the majority of the load is on the north section of
the feeder, reducing its exposure is desirable. This improvement was modeled
and simulated in the computer model used, producing the following results shown in
Table 18.10.

TABLE 18.9. Incremental Improvement Alternative 2 Results

Unserved
Energy (kWh) Probability

Expected Unserved
Energy (kWh)

90–100% 162,583 0.001 162.6
80–90% 117,806 0.025 2,945.2
70–80% 99,177 0.04 3,967.1
60–70% 84,827 0.097 8,228.2
<60% (55%) 77,758 0.837 65,083.4

Annual total 65,083.4

TABLE 18.10. Incremental Improvement Alternative 3 Results

Unserved
Energy (kWh) Probability

Expected Unserved
Energy (kWh)

90–100% 142,435 0.001 142.4
80–90% 104,632 0.025 2,615.8
70–80% 89,487 0.04 3,579.5
60–70% 76,703 0.097 7,440.2
<60% (55%) 70,311 0.837 58,850.3

Annual total 72,628.2
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The expected annual customer outage cost for this improvement option is $781,480.
The annual incremental benefit is $83,479. The incremental recloser relocation cost is
$6000. This includes the cost of removal and reinstallation of existing unit, along with a
group-operated bypass switch. This estimate assumes that a pole changeout is not
required; this would add approximately $2000 to the estimate. The investment payback
period is less than 1 year.

18.5.4 Incremental Improvement Alternative 4: Place
2 New Switches

The existing feeder has some lengthy, highly loaded sections. Prior study on this feeder
indicated that adding sectionalizing switches to break up sections serving more than
0.75MWof load can be cost justified by the reliability improvements associated with the
addition. Two existing sections were selected to place a new switch. These switches
(shown in Fig. 18.2) were modeled, and the computer simulation results with this
improvement included are shown in Table 18.11.

The expected annual customer outage cost is $741,447 for this option. The annual
incremental benefit is $40,333. The incremental facility cost for this option is $10,000
(cost of two switches and installation). The investment payback period is less than 1 year.

18.6 SUMMARY OF THE ILLUSTRATIVE FEEDER RELIABILITY
PERFORMANCE IMPROVEMENT ALTERNATIVES

The computed results show that the improvements considered can be justified in a cost–
benefit analysis including customer value of reliability. Combining all four improve-
ments results in a total annual benefit of $352,221 against a total capital cost of $46,000.
It should be noted that an alternative project was considered to add switchgear to break up
this feeder into three feeders. The switchgear addition would replace the need for
incremental improvement alternatives 1 and 3. This switchgear addition project would
provide nearly identical results, depending on the final configuration, of the newly
created circuits. The switchgear addition project was estimated at $478,000, in compar-
ison to $31,000 for the combination of alternatives 1 and 3. It therefore can be concluded

TABLE 18.11. Incremental Alternative 4 Results

Unserved
Energy (kWh) Probability

Expected Unserved
Energy (kWh)

90–100% 137,400 0.001 137.4
80–90% 99,388 0.025 2,484.7
70–80% 84,896 0.04 3,395.8
60–70% 72,768 0.097 7,058.5
<60% (55%) 66,704 0.837 55,831.2

Annual total 68,907.7
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that these improvement alternatives of 1 and 3 considered in this chapter provide the
higher benefit–cost ratio than that of the switchgear addition project.

18.7 CONCLUSIONS

This chapter presents the basic concepts involved in using customer interruption costs
data to evaluate distribution feeder reliability worth at the individual customer load
points. Predictive distribution feeder reliability indices were calculated and used to
estimate the customer interruption costs by considering outages in a rural distribution
feeder. One basic conclusion of this chapter is that the reliability improvement plan of a
distribution feeder may be optimized in terms of reliability by using an economic
criterion in which the sum of both customer interruption and system costs is minimized.
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19

DISTRIBUTED GENERATION

19.1 INTRODUCTION

The primary objective of any electric utility company in the new competitive environ-
ment is not only to increase themarket value of the services by providing the right amount
of reliability but also to lower the costs of operation, maintenance, and construction of
new facilities so as to provide customers electricity at lower rates. An electric utility
company will strive to achieve this objective through various means, one of which is to
defer the capital distribution facility requirements in favor of a distributed generation
(DG) solution by an independent power producer (IPP) to meet the growing customer
load demand. In this case, the distribution capital investment deferral credit received by
the IPP will depend on the incremental system reliability improvement rendered by the
DG solution. In other words, the size, location, and reliability of the DGwill be based on
the comparable incremental reliability provided by the distribution solution under
consideration. This chapter presents a reliability model for determining the DG
equivalence to a distribution facility for use in distribution system planning studies in
the new competitive environment.

Power Distribution System Reliability. By Ali A. Chowdhury and Don O. Koval
Copyright � 2009 the Institute of Electrical and Electronics Engineers, Inc.



At present, the electric power industry is undergoing considerable change with
respect to structure, operation, and regulation. The various electric utility “Acts”
introduced in different countries have initiated the restructuring process, and the
traditional, vertically integrated utility structure consisting of generation, transmission,
and distribution functions has been dismantled. Instead, distinct generation, trans-
mission, and distribution companies have been established in which each company
performs a single function in the overall electricity supply task. As a result, the overall
responsibility of serving the individual customer needs does not reside in a single electric
utility, as has been the case in the vertically integrated utility structure.

To appreciate the reliability issues arising in the present electric power industry
environment, it is necessary to recognize the various forces and actions that are shaping
the environment. The deregulation legislations establish many new entities to facilitate
system operations and market functions independent of the owners of facilities. In the
new competitive environment, power generation is no longer a natural monopoly.
Generation expansion will be decided by the market forces and new players such as
IPP and cogenerators who will make their presence felt in the generation arena.

As customers will increasingly demand lower rates and higher reliability in the new
competitive environment, the challenging task for an electric utility company will be to
minimize the capital investments and operation and maintenance expenditures to hold
down electricity rates. If, however, the cost is cut too far, it may jeopardize the system’s
ability to provide a reliable power supply to its customers. The movement toward
deregulation will therefore introduce a wide range of reliability issues that require
system reliability criteria and tools that can incorporate the residual risks and uncer-
tainties in distribution system planning and operation. Probabilistic techniques offer
a rational response to these conflicting new requirements. This chapter illustrates
a probabilistic reliability-based distribution system expansion and investment model
to satisfy increasing customer demands of lower rates and higher service reliability in the
competitive market.

19.2 PROBLEM DEFINITION

Distribution system reliability is an important issue in system planning and operations.
In the past, electric utilities were continuously adding more facilities to their systems to
satisfy the increasing customer load requirements. An electric utility company has
traditionally relied on a set of deterministic criteria to guide distribution planning. Such
criteria specified the outage conditions under which the system must meet future load
forecasts. In most cases, the systems were overbuilt resulting in higher electricity
rates for customers. As customers become more cost and service sensitive in the
emerging competitive market, it will be extremely difficult for distribution companies
to rationalize capital expenditures on the basis of their deterministic criteria. The
distribution companies will be forced to look for different means to avert the risk of
overinvestment in providing competitive rates and acceptable reliability levels to
customers. As load increases, the distribution system has to be expanded to satisfy
increased customer load requirements. For example, due to the increased load growth
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to a specific area of a distribution system, the local area distribution network is deemed
inadequate and requires expansion. The distribution system planners would come up
with a number of local area distribution improvement solutions such as adding a
distribution feeder, adding a reactive compensation to the area, or adding a distribution
substation to meet the growing customer loads. The cost of capital will be added to the
rate base and will be reflected in the electricity rates.

To remain competitive, the electric utility company will look for ways to reduce
costs and still provide the acceptable level of reliability required by the customers.
One solution is to add smaller and environmentally friendlier distributed generation that
can now be built economically by independent generators. Distributed generation
consists of small generators typically ranging in capacity from 15 to 10,000 kW
connected to the electric distribution system. DG can be installed at the utility or at
the customer sites. Distributed generation technologies include conventional and
nonconventional energy solutions such as diesel engine driven generators, wind
turbines, fuel cells, and microturbines. Recent technical advances have significantly
reduced the cost of DG and could eventually compete with gas turbines. A recent study
on DG market potential notes that a generator selling into the real-time market could
have made more than $3068/MWh during just 5 h on a particular day and would have
made more than twice as much money if it could have earned the real-time price on
days when the real-time price averaged more than $35/MWh. Another similar study on
DG indicates that in the next 10–15 years, DG would capture 10–15% of new
generating capacity in the United States. The growing demand for power could
reach 60,000–120,000MW of generation over the next 10–15 years of which DG
will be an increasing component. This could amount to 6000–12,000MW of DG over
10–15 years. An EPRI study provides a probabilistic area investment model for the
determination of whether or not DG is an economic option in the overall distribution
system expansion planning.

Another recent DG study states that many DG technologies are expected to see
25–40% decrease in capital costs and 10–15% increase in efficiency. In addition, many
studies on DG potential predict that over the next 10 years, DG will emerge worldwide
in many different shapes and sizes, possibly accounting for 8–14% of all additions.

In the light of the above discussions, one prudent investment decision by an electric
utility company in the competitive market would be to issue a request for the proposal of
distributed generation addition by an IPP to mitigate the distribution deficiency in the
system. In this case, the distribution requirements can bemet by a generation solution and
significant savings through capital deferral by the electric utility company can be
achieved thus enabling them to hold the line on rates. The IPP would receive incentives
in the form of capital deferral credit from the electric utility company for replacing
a distribution facility requirement. The amount of the capital deferral credit received by
the IPP would be negotiated between the electric utility company and the IPP based on
the size of the generator, the amount of must-run capacity from the unit to satisfy
distribution requirements, and the comparable reliability improvement to the area where
the generator will be located. This chapter illustrates a reliability model to determine
the DG equivalence to a distribution facility based on comparable reliability rendered
by distribution and generation solutions using a small illustrative distribution system.
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19.3 ILLUSTRATIVE DISTRIBUTION SYSTEM CONFIGURATION
CHARACTERISTICS

The basic objective of this chapter is to present a reliability model to determine
distributed generation equivalence to a distribution facility in an attempt to improve
the distribution system reliability while meeting increasing customer load requirements.
This chapter considers a simple illustrative distribution system’s loading conditions and
needed reinforcements. The practical distribution system used to illustrate the DG
modeling is the same as has been used in Chapters 11 and 15 and is repeated in this
chapter for convenience and easy understanding. The load of the distribution system is
supplied by two 13 kV distribution feeder circuits, as shown in Fig. 19.1.

The 13 kV feeders from substations A and B are operated as radial feeders, but they
can be interconnected by a normally open tie point. The disconnects, lateral distributors,
step-down transformers, and fuses and the alternative supply are assumed to be 100%
available in the analysis to illustrate the reliability model.

The load factor for the service area is assumed to be 77%. The loading conditions at
each load point are shown in Fig. 19.1. The peak rating for the 13 kV feeders from
substations A and B are 12.00 and 10.5MVA, respectively, at a power factor of
0.90 lagging. To evaluate the load point reliability levels of the distribution system, it
is essential to have a working knowledge base of the operation of the feeder circuits and
their operational constraints. The feeders can supply their respective loads when
operated radially. For a line section outage on either feeder, the healthy feeder cannot
supply the entire load of the faulted feeder due to the fact that the feeders are thermally
limited. In this case, if both the feeders are operated radially and are tied through a
normally open tie switch, then any line section outage can be manually isolated and the
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load on the remaining line sections must be evaluated as to whether portions of the load
can be interrupted, that is, shed and what loads can be energized from the alternative
feeder. In this example, only portions of the loads “D” and “E” can be supplied from the
alternative feeder.

To address the feeder limitation issues, a third feeder from an adjacent substation C
to the area has been added. The feeder rating is 12.0MVA, similar to the feeder from
substation A. The length of this feeder is 17 miles as shown in Fig. 19.2. In normal
operation of the local distribution system, it is assumed that the feeders from substations
A andBwill be offloaded by transferring loadsD and E to the third feeder. For simplicity,
it will be assumed that the average duration to repair any line section is 4.0 h, and the
duration to perform the necessary isolation, switching, and load transfer activities is
1.0 h. In this chapter, the emphasis is placed on illustrating the reliability-based
determination of DG equivalence to a distribution facility.

Before proceeding with this third feeder solution to solve the capacity problem, the
electric utility company should also explore alternative proposals for distributed
generation or other solutions that adequately expand the distribution capacity in the
area. In this case, the capital cost of the third feeder could be avoided or deferred, thereby
holding the line on customer rates. The DG solution is illustrated in Fig. 19.3.

Although the DG solution is an expensive solution compared to the distribution
solution, it has the benefit of providingmuch needed voltage control, and the cost borne
by the IPP would be much less, as the IPP would receive the distribution capacity
deferral credit, which is a percentage of the annual revenue requirements of the
distribution solution. In the request for proposals, the electric utility company would
identify the minimum capacity of the unit based on the incremental reliability provided
by the distribution solution. The following section describes the probabilistic reliabil-
ity technique for determining the equivalent capacity for a distributed generating unit
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(s) that would replace the requirements of the third feeder from the substation C to the
area.

19.4 RELIABILITY ASSESSMENT MODEL

Reliability analysis of an electric distribution system is conventionally done by using
either the analytical method based on the contingency enumeration approach or the
Monte Carlo simulation. The analytical approach based on contingency enumeration
can identify low voltage and voltage collapse problems in addition to thermal overloads.
The enumeration method, however, cannot model a wide range of operating conditions
and is therefore subject to different simplifying assumptions. Monte Carlo simulation,
on the contrary, is capable of modeling the full range of operating conditions. One
disadvantage of this model is that computer resource limitations limit the solution
precision to DC power flow problems. In this case, the simulated performance indices
reflect only system overload problems. The important but extremely low-probability
transmission outages as well as low voltage and voltage collapse problems cannot be
modeled in this method.

A commercial grade computer model is used in this chapter to determine DG
equivalence to the third feeder addition to the area. The program is designed to aid
electric utility and industrial/commercial customers with predictive reliability assess-
ment of a distribution network. The customer-responsive utility would address reliability
problems by selecting project alternatives that have the highest internal and external
benefits. Customersmay bewilling to share the costs when approached with quantifiable
plans. The computer model computes a set of reliability indices including System

Figure 19.3. Distribution radial network configuration showing two DG additions at load

points D and E.
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Average Interruption Frequency Index (SAIFI), System Average Interruption Duration
Index (SAIDI), Average Service Availability Index (ASAI), load/energy curtailed, and
the cost of outages based on the component outage data and the cost of interruption to a
customer. The program models time-sequenced switching actions taken by an operator/
repair person following an outage. It can also be used to quantify benefits of automating
distribution systems, feeder reconfiguration, and compare various competing projects
using cost of outages and utility benefits.

19.4.1 Reliability Indices

The computer program computes a set of reliability indices that has been recommended
in various publications. Some of the load point indices computed are as follows:

1. Frequency of load interruptions (occurrences/year)

2. Duration of load interruptions (h/occurrence)

3. Duration of load interruptions (h/year)

4. Frequency of customer interruptions (customer interruptions/year)

5. Duration of customer interruptions (customer hours/year)

6. Expected unsupplied energy (EUE (kWh/year)

7. Expected outage cost ($).

The computer model also computes indices for the system under study. A list of
system indices is as follows:

1. System Average Interruption Frequency Index

2. System Average Interruption Duration Index

3. Customer Average Interruption Frequency Index (CAIFI)

4. Average Service Availability Index

5. Average Service Unavailability Index (ASUI)

6. Expected unsupplied energy (kWh/year)

7. Expected outage cost ($).

19.4.2 Reliability Data

The input data used in quantifying the reliability improvements due to the distri-
bution solution and different distributed generator alternatives to match the equivalent
reliability enhancements to the distribution system shown in Fig. 19.1 are listed in
Table 19.1.

19.5 DISCUSSION OF RESULTS

The study begins by first determining the reliability of the existing system. Next, the
reliability indices are calculated after adding a third feeder from substation C to the area
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served by the distribution system shown in Fig. 19.1. The last step is to determine the
size of a distributed generator or a combination of smaller distributed units by adding to
the existing system that would provide the similar reliability level for the area.

As mentioned earlier, the distribution reinforcement to the area considered is a
17-mile long 13 kV feeder from substation C to the area of concern served by the
distribution system shown in Fig. 19.1.

19.5.1 Equivalent Distributed Generation Reinforcement
Alternative

To compute the amount of distributed generation capacity providing the reliability
enhancement identical to that of the 13 kV feeder, a range of capacities from 1 to 6MWis
considered in the studies. The computed different load points frequency and duration
values, as well as the overall system expected energy not supplied (EENS) figures for
various options considered in this study are listed in Tables 19.2–19.4. Adding a third
feeder or aDGhas improved the overall feeder reliability. The improvement in load point
(customer) indices depends on the selected option as seen from the frequency and
duration results listed in Tables 19.2 and 19.3. If the objective is to improve indices for a
set of customers, then it is important to focus on individual load point indices in selecting
the most optimal alternative.

In this study, the main focus is to improve the overall feeder reliability. The
reliability index chosen for sizing an equivalent generator(s) is EENS,which is expressed
in kWh/year. EENS is calculated based on the frequency, the duration, and the amount
of load interruptions. The computed EENS indices for the existing configuration, the
distribution reinforcement, and different distributed generation reinforcements are
summarized in Table 19.4.

The EENS results listed in Table 19.4 indicate that adding a third feeder greatly
improves the reliability of the existing system. The EENS reduces to almost
one-fourth when a third feeder is added. To get the same reduction in EENS by adding
DGs, a number of DG combinations were considered. Results are provided for adding

TABLE 19.1. Distribution Network Generation and Feeder Reliability Data

Component

Failure
Rate
(occurrences/year)

Repair
Time (h)

Switching
Time (min)

Stuck
Probability

Substation A, B, or C 0.02 4.0 60.0
DG1 at D 5.00 50.0 60.0
DG2 at E 5.00 50.0 60.0
Section 1 or 2 0.12 4.0 60.0
Section 3 or 6 0.06 4.0 60.0
Section 4 or 5 0.04 4.0 60.0
Section 7 0.08 4.0 60.0
Third feeder 0.32 4.0 60.0
Breaker A, B, or C 0.0036 12.0 60.0 0.01
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DGs of various sizes. One 6MW DG or two smaller 3MW DGs yield almost similar
reliability improvement of distribution reinforcement to the distribution system.
However, it is preferred to connect two smaller units as they will provide higher
reliability. The difference in EENS is more pronounced if higher level outages are also
considered. In this example, the location of the unit is not making much difference to
reliability, but in real life it is important to include location of the unit in comparing
various options.

The probabilistic method illustrated in this chapter helps in identifying the best
location for the units in the local area and in determining the output requirements of the
distributed generator(s). The computation of the reliability-based equivalent distributed
generation capacity to replace a distribution reinforcement requirements will also
provide important input to economic feasibility studies performed by the IPP willing
to penetrate the new generation market. It is a well-known fact that smaller, distributed,
and environment friendly distributed generators hold much promise in the generation
of future electric energy as opposed to large and centralized coal- and nuclear-fired units.
In addition, smaller units are more suited to replace distribution capacity requirements
and the smaller units have the economic advantage of receiving distribution capital
deferral credit by replacing distribution requirements.

19.6 CONCLUSIONS

The concepts and applications of a probabilistic reliability model for computing
distributed generation equivalence to a distribution facility in the deregulated electric
utility environment are presented in this chapter. Local area distribution reliability
planning is a powerful methodology especially when the area capacity improvement
options are disparate. One important conclusion of this chapter is that while the
distribution generation addition may be the most expensive alternative, with the right
generator size determined by using the reliability techniques and the distribution capital
deferral credit obtained from the utility company, the distributed generation option could
become a cost-effective solution to the energy supply problem of the future benefiting
both the energy suppliers and the energy consumers. Finally, the methodology can be
effectively used in the emerging competitive electric energy market to evaluate a wide
range of power supply problems.
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20

MODELS FOR SPARE
EQUIPMENT

20.1 INTRODUCTION

This chapter presents probabilistic models developed based on Poisson probability
distribution for determining the optimal number of transformer spares for distribution
transformer systems. The outage of a transformer is a random event and the probability
mathematics can best describe this type of failure process. The developedmodels will be
described using an illustrative 72 kV distribution transformer system. Industry average
catastrophic transformer failure rate and a 1-year transformer repair or procurement time
have been used in the examples considered in this chapter. Among themodels developed
for determining the optimum number of transformer spares, the statistical economic
model provides the best result as it attempts to minimize the total system cost including
the cost of spares carried in the system.

It is recognized that some equipment failures in an electrical systemare unavoidable.
An electric utility delivery system must be designed to withstand occasional equipment
failures by including redundant or standby equipment into the overall system operation
plan. The question what would be the optimal number of spare equipment for a given
system is the subject matter of the analysis performed in this chapter.

Power Distribution System Reliability. By Ali A. Chowdhury and Don O. Koval
Copyright � 2009 the Institute of Electrical and Electronics Engineers, Inc.



This chapter attempts to answer the above question and deals with the use of
distribution substation transformer spares, particularly for determining the required
number of transformer spares to maintain an acceptable level of system reliability. The
question of how many spares should be carried in a system depends on the system
reliability requirements and cost of having that reliability level. As the number of spares
carried is increased, the capital and operation and maintenance (O&M) costs of the
systemalso increase. To ascertain the optimal number of spares, it is necessary to perform
an economic comparison between the increased economic return due to increased system
reliability and the required capital and O&M investment to achieve the increased
reliability.

Considerable efforts have been made to power system probabilistic planning and
design for the past four decades. However, very little attention has been paid from a
viewpoint of probabilistic methods to power equipment spare planning. This chapter
presents probabilistic models for computing the optimal number of transformer spares
for electric distribution transformer systems. Although the models are developed
using probability mathematics, the reader will require no background in probability
mathematics to be able to use these models to determine the number of electric
equipment types and situations encountered in electric power delivery systems.

20.2 DEVELOPMENTOFPROBABILISTICMODELS FORDETERMINING
OPTIMAL NUMBER OF TRANSFORMER SPARES

A particular unit of equipment, such as transformer, line, and breaker, has a failure rate
that varies over the life of that unit. It is recognized that populations of equipment
normally tend to attain equipment static age distributions, thereby allowing failures to be
modeled as stationary random processes. This permits the construction of statistical
models to predict system performance and to build an appropriate level of system
redundancy. The general concepts associated with failure probabilities will be presented
in detail for three probabilistic models.

20.2.1 Reliability Criterion Model for Determining the Optimal
Number of Transformer Spares

The Poisson probability distribution represents the probability of an isolated event
occurring a specified number of times in a given interval of time or spacewhen the rate of
occurrence, hazard rate in a continuum of time or space, is constant. In such situations,
the hazard rate is normally termed as the failure rate.

The failure of a single unit of equipment is a random event and must be affected
by chance alone. The parameter l is the failure rate of a given type of equipment, defined
as the mean number of failures per unit year in service. Let dt be a sufficiently small
interval of time such that the probability of more than one failure occurring during this
interval is negligible and can be neglected.

ldt¼ probability of failure in the interval dt, that is, in the period (t, tþ dt). Let Px(t)
be the probability of failure occurring x times in the interval (0, t), then probability of zero
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failures in the interval (0, tþ dt) equals probability of zero failures in the interval (0, t)
times probability of zero failures in the interval (t, tþ dt). Then, P0(tþ dt)¼P0(t)�
(1 � ldt), assuming event independence, {P0(tþ dt) � P0(t)}/dt¼ � lP0(t). As dt
approaches zero or becomes incrementally small, dP0(t)/dt¼ � lP0(t), which by
integrating becomes lnP0(t) ¼ � lP0(t)þC.

At t¼ 0, the equipment is known to be operating. Therefore at t¼ 0, P0(0)¼ 1,
lnP0(t)¼ 0, and C¼ 0, giving P0(t)¼ e� lt. This expression provides the probability
of zero failures in a specified time period t. If l(t)¼ l, a constant, then for zero failures,
R(t)¼ e� lt. This is the first term of the Poisson probability distribution and is widely
used to calculate the reliability of a system.

From the equations deduced earlier, it can be concluded that the probability
that a given equipment will survive for a period of t years in service, Px(t), is determined
by the exponential decay function Px(t)¼ e� lt. For a population of N such equipment,
the mean number of failures per year is equal to Nl. If failures are statistically
independent, the probability of exactly x failures occurring over the period t years,
Px(t), is given by the Poisson probability distribution

PxðtÞ ¼ ðe�NltNltxÞ=x! ð20:1Þ
This Poisson reliability model can be used for calculating reliability of a system

with n spares as given in the following:

RðtÞ ¼ e� lt½1þNltþðNltÞ2=2!þðNltÞ3=3!þðNltÞ4=4!þ � � � þ ðNltÞn=n!�
ð20:2Þ

20.2.2 Mean Time Between Failures (MTBFu) Criterion Model
for Determining the Optimal Number of Transformer Spares

In Equation (20.2), the system reliability is given by the sum of the first n terms of the
Poisson probability distribution. Poisson statistics can therefore be effectively utilized to
determine the equipment unavailability in a mature population of N units in service
including a number of n spare units. The mean number of units entering the repair
status per year equals themeannumber of failures per year,which isNl. LetMTTRbe the
mean time to repair a unit or to procure a new unit if the failed unit is scrapped. Themean
number of units in the under-repair status at any given instant in time, mr, is the mean
number of units entering the under-repair status in the time interval MTTR. Therefore,

mr ¼ NlMTTR ð20:3Þ
Since the probability of exactly n units entering the under-repair status in any time

interval MTTR is determined by the Poisson probability distribution, the probability of
exactly n units existing in the under-repair status, Px(t), is given by the same Poisson
probability distribution,

PxðtÞ ¼ ðe�mrmx
r Þ=x! ð20:4Þ

DEVELOPMENT OF PROBABIL I ST IC MODELS 443



If there are n units assigned as spare units, the probability that all n units are depleted
at any instant in time, Pu, equals the sum of probabilities in Equation (20.4) for x� n.

Pu¼ Pxðx � nÞ ¼ 1�Pxðx < nÞ

¼ 1�
Xn� 1

x¼0

e�mrmx
r

x!

ð20:5Þ

Let MTBFu be the mean time between failures on the system when all spares
have been depleted. This time interval is the mean time between equipment unavail-
abilities.

MTBFu ¼ 1=ðNlPuÞ ð20:6Þ
Letmu be themean number of units in the population at any instant in time,which are

unavailable due to the fact that n spare units were depleted from prior failures.

mu¼
XNþ n

x¼n

ðx� nÞe�mrmx
r

x!

� mr� nþ
Xn� 1

x¼0

ðn� xÞe�mrmx
r

x!

ð20:7Þ

Let MTTRu be the mean time that a unit unavailable for service will remain out of
service until the first under-repair unit is repaired.

MTTRu ¼ muMTBFu ð20:8Þ

20.2.3 Determination of Optimal Transformer Spares Based on the
Model of Statistical Economics

It is important to note that as the number of spares carried in a system is increased,
the capital and O&M costs of the system also increase. To determine the optimum
number of spares in a system, it is necessary to make an economic comparison between
the cost and the benefit of carrying a certain number of spares. Economic aspects become
an important factor in deciding the required level of system reliability.

Economic analyses including customer outage costs can also be used to determine
the optimum number of spares. Let Cu be the cost increase due to a unit of equipment
being unavailable for service, expressed in terms of dollars per unit year out of service.
Since mu is the average number of units unavailable at any instant in time, the expected
annual cost of having units unavailable is mu�Cu. Let Cs be the cost of owning and
maintaining one spare unit of equipment, expressed as carrying charge in dollars per unit
year. If there are n such units in the inventory, the total cost ofmaintaining the inventory is
n�Cs. The optimal number of units in the inventory is the figure of n such that the total
cost mu�Cuþ n�Cs is minimized.
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The probability models presented in Sections 20.2.1–20.2.3 are utilized in Section
20.3 for determining optimum spare transformer requirements for illustrative distribu-
tion transformer systems.

20.3 OPTIMAL TRANSFORMER SPARES FOR ILLUSTRATIVE 72kV
DISTRIBUTION TRANSFORMER SYSTEMS

The N� 1 reliability criterion is widely used in the substation transformer planning and
design. Each substation is normally designed to have twoormore transformers in parallel
so that the peak load can be supplied when one transformer fails. This is a reliable but
expensive substation design criterion. Utilization of common spare transformers has
been a common practice in many utilities in planning and design of substations. The
policy of using common spares can be extended to multiple transformer substations
and new single-transformer substation design. For example, for a two-transformer
substation, where either one will not be able to meet the peak load due to load growth,
the substation can become a member of the substation group with the same class of
transformers to share common spares rather than having a third transformer added to the
individual substation. For noncritical loads, substations instead of two transformers
in parallel can be considered with shared common spares. Compared to the N� 1
contingency design principle in each substation, common spare transformers shared by
multiple substations can avoid significant capital and O&M expenditure, and still
provide adequate service reliability.

There are two failure modes for a transformer: field repairable and nonfield
repairable or catastrophic failure. The installation time for a spare transformer is
1–5 days, which is comparable with the field repairable time of 1–10 days for a random
repairable failure and much shorter than the replacement or procurement time of 1.0–1.5
years for buying or rebuilding a transformer in the case of a catastrophic failure and no
spare available.

The number of transformers requiring spare backup for the illustrative 72 kV
distribution systems considered in this chapter for different transformer MVA ratings
is summarized in Table 20.1.

The catastrophic failure rate for distribution transformers of 0.011 failures per
transformer per year will be used in the analysis performed in this chapter. Canadian
Electricity Association publishes transformer failure statistics for all Canadian utilities
annually. Using the catastrophic failure rate of 0.011 failures per transformer per year
for the transformers of all MVA ratings in Table 20.1, the 72 kV transformer system
failure rates per year have been calculated and are presented in Table 20.2.

TABLE 20.1. Number of Distribution Substation Transformers Requiring Spare Backup for
the N� 1 or First Contingency (72 kV Primary and 25 kV Secondary)

72 kV� 7MVA 72 kV 7.5�16MVA 72 kV� 16MVA

67 47 132
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Transformer outages in general are somewhat different because while they are
infrequent compared to transmission line outages, restoration/repair times are normally
long. This is especially true for catastrophic transformer failures. For a catastrophic
failure, the damaged transformer or its replacement may be unavailable for up to a year.
Extended repair times normally result from problems with windings, core, leads,
bushings, and load tap changer that require untanking and/or a trip to the repair facility.
If the damage to the failed transformer is such that the transformer is beyond repair and is
scrapped, then a new transformer is required to be purchased, whichmight normally take
a year or more. In the analysis for determining the optimal number of spares, it is
considered that the repair/restoration time of the failed transformer or the procurement
time of a new transformer would be 1 year.

Three different probabilistic models are used in this chapter for determining optimal
transformer spares, such as satisfying theminimummean time between failures (MTBF)
requirements for the system, satisfying the minimum reliability requirements for the
system, and satisfying the minimum statistical economics criterion for the system. In the
following subsections, three example calculations for determining optimal transformer
spares using the developed probabilistic models are illustrated. The transformers used
in the example calculations are for 72 kV transformers ofMVArating equal to and greater
than 16MVA as shown in Table 20.1. Similar mathematical models can be used for other
MVA ratings.

20.3.1 Determination of Optimal Transformer Spares Based on the
Minimum Reliability Criterion

The example of 72 kV transformers with MVA rating of �16MVA is utilized in this
subsection to illustrate the optimum transformer spare calculation methodology using
the minimum reliability criterion. Equation (20.2) is used for calculating the system
reliability for different spare levels. In this example, there are 132 transformers (see
Table 20.1). The system failure rate is 1.452 failures per year (see Table 20.2). Consider
that the system failure occurs when any one transformer fails and the repair time of the
failed unit or the procurement time for a replacement transformer is 1 year. If the system
is to have a minimum reliability of 0.9950, a number typically used in the electric utility
industry, what is the minimum number of spares that must be carried as immediate
replacements? The calculated reliability figures and corresponding number of spare
requirements are presented in Table 20.3.

It can be seen from Table 20.3 that the number of spares should be five to achieve
a minimum reliability of 0.9950. The results for remaining MVA ratings using the
reliability criterion of 0.9950 are summarized in Table 20.4.

TABLE 20.2. The Calculated Catastrophic Transformer Failure Rate Per Year by Transformer
MVA Ratings for 72 kV Systems

72 kV� 7MVA 72 kV 7.5�16MVA 72 kV� 16MVA

0.737 occurrences/year 0.517 occurrences/year 1.452 occurrences/year
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20.3.2 Determination of Optimal Transformer Spares Based on the
Minimum MTBFu Criterion

The example transformer system considered has 132 (72–25 kV) transformers with
MVA rating equal to and greater than 16MVA (see Table 20.1). The failure rate for the
transformer system is 1.452 failures per year and themean time to repair (MTTR), which
is the replacement or the procurement time for the failed transformer unit, is 1 year.
How many spares, n, will be needed to assure that the mean time between prolonged
outages on the system is greater than 35 years, which is the average useful life of a
transformer?

From Equation 20:3: mr ¼ NlMTTR ¼ 132� 0:011� 1

¼ 1:452 units under repair

where mr is the mean number of transformers entering the under-repair status in the
time interval MTTR, N is the population of the transformers, and l is the catastrophic
failure rate of a transformer.

From Equation 20:6: MTBFu ¼ 1=ðNlPuÞ > 35 years

Pu < 1=1:452� 35 ¼ 0:0197

whereMTBFu is themean time between failures on the systemwhen all spares have been
depleted and Pu is the probability that all n units are depleted at any instant in time.

TABLE 20.3. Reliability thatN SparesWill be Depleted
in a System with 132 Transformers with �16MVA
Rating Using the System Failure Rate of 1.452 failures/
year and a Transformer Repair/Procurement Time of
1 Year

Number of Spares, n System Reliability

0 0.2341
1 0.5740
2 0.8208
3 0.9402
4 0.9836
5 0.9962
6 0.9992

TABLE 20.4. Optimum Number of Transformer Spares for Different MVA Ratings Using the
Reliability Criterion of 0.9950

Optimum Number of Spares 72 kV� 7MVA 72 kV 7.5�16MVA 72 kV� 16MVA

n 3 3 5
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Using Equation 20.5 to determinePu as a function of n, the results are computed and
presented in Table 20.5.

Therefore, n¼ 5 spares will satisfy the condition that MTBFu> 35 years. With
n¼ 5, using Equation 20.6, MTBFu is 42 years.

Using the similar approach, the optimum number of transformer spares for
remaining MVA ratings has been computed and is summarized in Table 20.6.

The results are identical to those obtained by using the reliability criterion method.

20.3.3 Determination of Optimal Transformer Spares Based on the
Criterion of Statistical Economics

The example system used in Sections 20.3.1 and 20.3.2 containing 132 (72 kV)
transformers of �16MVA rating is used to illustrate the statistical economics method-
ology for determining the optimal number of spare transformers for the illustrative
distribution systems. In this case, a typical 72–25 kV transformer of 12/16/20/22.4MVA
rating is considered for the calculations of the cost increase in terms of kilowatt hour loss,
the revenue lost cost, the customer outage cost, and the capital cost for the spare
transformer.As indicated earlier, the 132-transformer system failure rate is 1.452 failures
per year. The repair time/replacement time/procurement time for a new unit (if the failed
unit is beyond repair) is considered to be 1 year. The loss of a transformerwould normally
increase system power losses. The estimated system O&M cost increase due to the
catastrophic failure of a 12/16/20/22.4MVA 72 kV transformer is $7160 per unit year.
This cost is derived assuming loss cost of 1.73 cents per kWh, system load factor of
0.5241, and loss factor of 45%.

For the catastrophic failure of a 12/16/20/22.4MVA 72 kV transformer, the average
power not supplied at 0.87 power factor and 0.5241 load factor if the transformer was
supplying a peak load of 16MVA is 7.3MW.The energy lost for the downtime of 1 year is
63,909MWh per year. The computed annual revenue lost at assumed 6.25 cents per kWh

TABLE 20.5. Results for Spares Analysis UsingMTBFu Criterion

n¼ 0 Pu¼ 1.0000> 0.0197
n¼ 1 Pu¼ 0.7659> 0.0197
n¼ 2 Pu¼ 0.4260> 0.0197
n¼ 3 Pu¼ 0.1792> 0.0197
n¼ 4 Pu¼ 0.0598> 0.0197
n¼ 5 Pu¼ 0.0164< 0.0197
n¼ 6 Pu¼ 0.0038< 0.0197

TABLE 20.6. Optimum Number of Transformer Spares for Different MVA Ratings Using the
MTBFu Criterion of 35 years

Optimum Number of Spares 72 kV� 7MVA 72 kV 7.5�16MVA 72 kV� 16MVA

n 3 3 5
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would be $3,994,271 per unit year. The calculated customer outages cost at assumed
$10.76 per kWh not supplied would be $687,653,682 per unit year. Therefore, Cu for a
transformer out of service is ($7160þ $3,994,271þ $687,653,682) $691,655,113 per
year. If the estimated capital cost of a 12/16/20/22.4MVA 72 kV transformer spare is
$350,000, then the carrying charge for the spare (@ 15%) would be Cs¼ $52,500 per
year. Again, the MTTR to fix the failed transformer, to get a replacement transformer,
or to procure a new transformer is considered to be 1 year in the reliability cost–reliability
benefit computation process. The question now is: How many transformers should be
stocked as spares?

From Equation 20:3: mr ¼ 132� 0:0110� 1 ¼ 1:452 units on order

FromEquation 20.7,mu as a function of n can be computed. The results are presented
in Table 20.7,which indicate that the optimal number of transformer spares is n¼ 8, since
this number minimizes the total cost.

It is worth noting that the statistical economics model yields the higher number of
spares for all transformer categories. However, if the appropriate minimumMTBFu and
the reliability criteria are chosen, three probabilistic models would render identical
results. Reliability cost–reliability benefit analyses were performed for calculated
optimumnumber of spares for different transformerMVA ratings as shown in Table 20.8.
The cumulative present values (CPVs) in 2004 dollars for the spare costs and the
reliability benefits have been computed considering a 30-year project life, a 7.7%

TABLE 20.7. The Optimum Number of Transformer Spares Computed Using the Statistical
Economics Criterion for 72 kV Transformers with �16MVA Rating

n mu mu�Cu ($/year) n�Cs ($/year) Total Cost ($/year)

1 0.6861 $474,544,573 $52,500 $474,597,073
2 0.2601 $179,899,495 $105,000 $180,004,495
3 0.0809 $55,954,899 $157,500 $56,112,399
4 0.0212 $14,663,088 $210,000 $14,873,088
5 0.0047 $3,250,779 $262,500 $3,513,279
6 0.0009 $622,490 $315,000 $937,490
7 0.00016 $110,665 $367,500 $478,165
8 0.0000251 $17,361 $420,000 $437,361
9 0.00000355 $2455 $472,500 $474,955
10 0.000000457 $316 $525,000 $525,316

TABLE 20.8. Optimum Number of Transformer Spares for Different MVA Ratings Using the
Statistical Economics Criterion

Optimum Number of Spares 72 kV� 7MVA 72 kV 7.5�16MVA 72 kV� 16MVA

n 6 6 8
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discount rate, and a 2.5% inflation rate. The results of the cost–benefit analyses are
summarized in Table 20.9.

It is worth noting that the three probabilisticmodels did not yield the same number of
spares for all transformer categories. This is due to the fact that if the MTBFu and the
reliability criterion usedwere different from those used in the calculations, the calculated
optimum spares provided by the three models could have been the same. Reliability
cost–reliability benefit analyses were performed for calculated optimum number of
spares for the same transformer MVA ratings as shown in Table 20.8. The cumulative
present values in 2004 dollars for the spare costs and the reliability benefits have been
computed considering a 30-year project life, a 7.7% discount rate, and a 2.5% inflation
rate. The results of the cost–benefit analyses are summarized in Table 20.9.

As shown in Table 20.9, the CPVof the reliability benefits exceeds the CPVof the
revenue requirements of the capital expenditures required for stocking the optimum
number of spares in the system.

20.4 CONCLUSIONS

This chapter presents three probabilistic models developed based on Poisson probability
distribution for determining the optimal number of spare distribution transformers. The
outage of a transformer is a random event and the probability mathematics can best
describe this type of failure process. Three developedmodels have been illustrated using
72 kV transformer systems. Industry average catastrophic transformer failure rate and
a 1-year transformer repair or procurement time have been used in the examples
considered in distribution transformer analyses. Among the three models considered
for determining the optimum number of transformer spares, the statistical economics
model provides the best result as it attempts to minimize the total system cost including
the cost of spares carried in the system.

It is important to note that the developed probabilistic models use the failure rates,
repair times, and transformer inventory information as input to themodels. The optimum
number of transformer spares for a system is a function of the aforementioned input
parameters. The number of spare requirements for a system also depends on the
reliability level demanded from the system. Substation design and operation policies

TABLE 20.9. Cumulative Present Value of Reliability Cost–Benefits for Calculated Optimum
Spare Transformers

kV Ratings
Optimum Number
of Spares

CPV of the
Revenue
Requirement of
Spare in 2004 Dollars

CPV of the
Reliability
Benefits
in 2004 Dollars

Year of
Payback

72 kV� 7MVA 6 $234,633 $1,556,810 2
72 kV 7.5�16MVA 6 $312,844 $1,148,639 4
72 kV� 16MVA 8 $547,478 $1,915,603 5
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can greatly impact the number of spare requirements. For example, for multiple
transformer substations, for a N � 1 or first contingency, if the remaining transform-
er(s) can carry the substation peak demand, then there is no need for a spare transformer
to back up the next N � 2 or second transformer contingency. In the case of a
single-transformer substation, if the adjacent substations and the local distribution
network can absorb the substation load for the time when the failed transformer is
being fixed, then there is no need for a spare transformer to be brought in to the substation.
The overall system capacity to ride through theN � 1 or first contingencywould greatly
reduce the number of transformer inventory, which in turn would reduce the number of
spares to be stocked in the system.

A uniform substation design and consistent operating voltages across the system
also greatly reduce the number of spare transformer requirements. In addition, spares
with dual primary and secondary voltages could also reduce the number of spare
requirements in the system. It is important to note that each of the aforementioned
system design and operating policies would greatly reduce the number of spare
requirements, which in turn would reduce the system capital and O&M costs without
compromising the service reliability.

It is a well-known fact that a population of transformers with a high failure rate and a
long repair or replacement time will have a high system unavailability until a large
number of spares are maintained in the system. Spare inventories incur huge costs that
warrant serious considerations in system planning, design, operation, and maintenance
activities so that the cost of a utility system would not become prohibitively high. It is
important to note that the higher the equipment failure rate and the repair time, the higher
would be the number of spare requirements for maintaining an adequate level of system
reliability.
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21

VOLTAGE SAGS AND SURGES
AT INDUSTRIAL AND
COMMERCIAL SITES

21.1 INTRODUCTION

The previous chapters primarily focused on the impact of permanent equipment outages
on service interruptions. Voltage sags and surges occurring at industrial and commercial
sites can also disrupt computerized equipment resulting in customer interruptions. This
chapter presents some of the known origins of power supply disruptions and some
generalized susceptibility characteristics of electronic equipment. The chapter also
answers many questions concerning origins and the frequency and duration of voltage
sags and surges that occur at commercial and industrial sites. Many of the answers are
based on the results of a cross-Canada power quality survey conducted by the Canadian
Electricity Association. A methodology for estimating the frequency of voltage sags at a
particular site considering the impact of distribution feeder outages will be presented.

Avoltage dip or voltage sagmay be caused by a switching operation involving heavy
currents or by the operation of protective devices (including autoreclosers) resulting
from faults. These events may originate from the consumers’ systems or from the public
supply network. Voltage dips and short supply interruptions may disturb the electronic
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and electrical equipment connected to the supply network. Some of the typical incorrect
equipment operations are

. Extinction of discharge lamps

. Incorrect operation of regulation devices

. Speed variation or stopping of motors

. Tripping of contactors

. Failures and computation errors for computers ormeasuring instruments equipped
with electronic devices

. Loss of synchronism of synchronous motors and generators

. Commutation failure in thyristor bridges operating in the inverter mode.

Some of the inconveniences mentioned above are made worse by the fact that
restarting a machine may take from a few minutes to a few hours.

21.2 ANSI/IEEE STANDARD 446—IEEE ORANGE BOOK

IEEE Recommended Practice for Emergency and Standby Power Systems for Industrial
and Commercial Applications.

21.2.1 Typical Range for Input Power Quality and Load
Parameters of Major Computer Manufacturers

By the proper selection of an electric supply system, the power needs associatedwith data
processing with a computer can be met, namely, a reliable source of noise-free electric
power at all times and of a much higher quality than previously demanded by most
devices. In the early stages of data processing equipment and computer equipment
development, it was not unusual to experience problems with hardware and software
when power disturbances of microseconds in duration were experienced. Most equip-
ment built in that era was extremely vulnerable to short-time disturbances. The goal of
mostmanufacturers in today’s technology is to build from 4ms to 1 cycle of carryover, or
ride-through, time into their equipment.

Table 21.2 shows computer input power quality parameters for several manufac-
turers. The user should consider Table 21.1 only as a source of some examples since
computer designs vary with the size of computers, their processing power, and the
technology availablewhen the designwas created. They are continually changing and the
parameters of power needs are changing rapidly with the designs.

21.2.2 Typical Design Goals of Power Conscious Computer
Manufacturers (Often Called the CBEMA Curve)

Figure 21.1 shows an envelope of voltage tolerances that is representative of the present
design goal of a cross section of the electronic equipment manufacturing industry.
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Shorter duration overvoltages have higher voltage limits. Some computer manufacturers
specify a maximum allowable limit for volt-seconds, typically 30% of the nominal
volt-seconds (areas under the sine wave). The CBEMA curve presented here is just an
illustration to show the susceptibility patterns of electronic equipment.

21.3 IEEE STANDARD 493-2007—IEEE GOLD BOOK

IEEE Gold Book is the recommended practice for designing reliable industrial and
commercial power systems.

21.3.1 Background

A voltage sag can be characterized by its magnitude and duration. The voltage sag
magnitude, in this chapter, is the net rms voltage in percentage or per unit of the system
nominal voltage. Sag duration is the time when the voltage is low, usually less than 1 s.
Fault clearing within the electrical system has been reported as a major cause of voltage
sags. Some studies found that nearly all disruptive voltage sags were caused by current
flowing to short circuits either within the plant or on utility lines in the electrical
neighborhood. Starting motor and welders can also cause voltage sags with predictable
characteristics.

This chapter concentrates on voltage sags associated with short circuits (i.e., faults)
on the electrical supply system. The principal voltage drop only occurs while short-
circuit current flows. The voltage increases as soon as a fault clearing device interrupts

TABLE 21.1. Typical Range of Input Power Quality and Load Parameters of Major Computer
Manufacturers

Parameters Range or Maximum

1. Voltage regulation, steady state þ5%, � 10% to þ10%, � 15% (ANSI
C84.1–1970) þ6%, � 13%

2. Voltage disturbances, momentary undervoltage,
transient overvoltage

� 25% to � 30% for less than 0.5ms with
� 100% acceptable for 4–20ms þ
150–200% for less than 0.2ms

3. Voltage harmonic distortiona 1–5% (with linear load)
4. Noise No standard
5. Frequency variation 60� 0.5Hz
6. Frequency rate of change 1Hz/s (slew rate)
7. Three-phase, phase voltage unbalanceb 2.5–5%
8. Three-phase, load unbalancec 5–20% maximum for any one phase
9. Power factor 0.8–0.9
10. Load demand 0.75–0.85 of connected demand

Note: Prameters 1, 2, 5, and 6 depend on the power source, while parameters 3, 4, and 7 are the product of an
interaction between source and load, and parameters 8, 9, and 10 depend on the computer load alone.
aComputed as the sum of all harmonic voltages added vectorally.
bComputed as follows: % phase voltage unbalance ¼ ½3ðVmin�VminÞ=ðVa þVbþVcÞ� � 100.
cComputed as difference from average single-phase load.
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the flow of current. These faults may be at a distance of kilometer from the interrupted
process, but close enough to cause disruptive problems. A clear understanding of voltage
drop during faults and the fault clearing process is necessary before making accurate
voltage sag predictions.

Voltage sags associated with fault clearing have many predictable characteristics. It
is possible to predict the voltage sag magnitude for individual faults by calculating the
voltage drop at the critical load. Predicting how long the voltage sag will last requires an
estimate of the total clearing time of the overcurrent protective devices. Thewaveform of
voltage sags is somewhat predictable from the analysis of recorded voltage sag data
available and with the aid of transient network analysis. However, it is very important to
estimate how often voltage sags will upset sensitive electronic equipment.

Predicting characteristics for just one sag caused by a specific fault at a specific
location is straightforward. Prepare an accurate electrical model of the system, apply the
fault, and calculate the voltage sag magnitude at the specific location. Use the protective
device characteristics to estimate sag duration and compare the sag characteristics with
the sensitive equipment susceptibility to determine if the process will have an outage.

Predicting the voltage sag characteristics that a sensitive load will see during several
years of operation requires a probabilistic approach. It is impossible to predict exactly
where each faultwill occur, but it is reasonable to assume thatmany faultswill occur. The
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Figure 21.1. Typical design goals of power conscious computer manufacturers.
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most accurate predictions require voltage sag calculations for every possible fault in the
electrical system and estimating each fault’s frequency of occurrence. The overall
voltage sag frequency at a sensitive load is the sum of the individual frequencies of the
faults that occurred. A practical approach is to locate boundaries on the electrical system
where specific sagmagnitudes are possible and then to estimate the fault frequency in the
boundary.

To understand how electrical faults on the utility system create voltage sags, a
simplified distribution system shown in Fig. 21.2 will be studied in some detail.

Each feeder has a circuit breaker with protective relays to detect and clear faults.
Point “C” is an industrial customer supplied by 600Y/347V from a distribution
transformer. The lower half of Fig. 21.2 shows what happens to the rms voltage when

Figure 21.2. Voltage sags from faults and fault clearing.
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a temporary three-phase fault occurs at “A” on feeder F2. The dashed lines show the rms
voltage at point “B” and the solid line shows the rms voltage on feeders F1 and F3 during
the same fault. The load at “C” will also see the voltage represented by the solid line. A
timeline shows the sequence of events after the initiation of the fault. Note that F2 uses
reclosing relays. Reclosing can cause several sags for one permanent fault. Also, the
voltage decay on the first interruption representsmotor voltage decay. Themotors trip off
before reclosure.

All loads on F2 including “B” suffer a complete interruption when breaker F2
clears the fault. All loads on F1 and F3 see two voltage sags. The first sag begins at the
initiation of the fault. The second sag begins when breaker F2 recloses. Sags occur
whenever fault current flows through the impedance to a fault. Voltage returns to
normal on feeders F1 and F3 once the breaker on F2 interrupts the flow of current.
Unfortunately, sensitive loads on F1 and F3 experience a production outage if the sag
magnitude and duration are more severe than the sensitive load capabilities. Sags also
occur for single- and two-phase faults. The magnitude is often different on each of the
three phases.

Faults in industrial and commercial power systems produce the same voltage sag
phenomena. A fault in one feeder drops the voltage in all other feeders in the plant. The
voltage sag even shows up in the utility system. The voltage sag magnitude at a specific
location depends on the system impedance, fault impedance, transformer connections,
and the presag voltage level. The impact of the voltage sag depends upon equipment
susceptibility to voltage sags. A simplified feeder shown in Fig. 21.3 will illustrate the
basicmethodology for determining the voltage sag at a particular location when a fault in
the system occurs.

The voltage sag (Vsag) at the point of interest can be determined by the following
equation:

V sag ¼ Z2þ Zf

Z1þ Z2þ Zf

� Vsource

The voltage sag levels at various feeder locations for a three-phase zero impedance
fault (Zf¼ 0) in feeder F2 of the distribution system is shown in Fig. 21.4. Figure 21.4 also
has the impedance diagram for feeder circuit F2. Vsource is usually set at 1.0 pu.

1

V = 1.0 pu

Source

Vsag

Point of
interest

2

Z

Z Z

f

Figure 21.3. Basic feeder circuit.
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While the fault current is flowing from the infinite bus to “A,” the magnitude of the
voltage at “B” bus is

VB ¼ j1:05

j0:20þ j0:67þ j0:70þ j1:05
� 1:0

¼ 0:40 pu

The magnitude of the voltage on the 12 kV bus and all loads on feeders F1 and F3
including bus “C” (see Fig. 21.4) is

VB ¼ j0:70þ j1:05

j0:20þ j0:67þ j0:70þ j1:05
� 1:0

¼ 0:67 pu

The magnitude of the voltage on the 69 kV bus is

VB ¼ j0:67þ j0:70þ j1:05

j0:20þ j0:67þ j0:70þ j1:05
� 1:0

¼ 0:92 pu

The typical clearing times of commonly used devices in practice are listed in
Table 21.2.

21.3.2 Case Study: Radial Distribution System

A distribution system consists of two feeders as shown in Fig. 21.5. An industrial load
on feeder F1 is sensitive to voltage sags. The industrial customer wants to know how
many sags can be expected from faults in feeder F2. For this example, consider all
faults to be bolted three phase only. The prefault voltage is assumed to be 1.0 per unit.
The source reactance to the feeder bus isþj0.50. Feeder F2 is 12 km longwith a reactance

j1.05

“A”“B”
12 KV

bus

j0.70j0.67

69 KV
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j0.20
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.4

0

V
 =

 0
.0
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Figure 21.4. Impedance diagram for feeder F2.
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ofþj0.40/unit/km. The average number of the three-phase faults is 0.15 faults/km/year.
Results for voltage sags for the radial distribution system of Fig. 21.5 are shown in
Table 21.3.

Any fault closer to the feeder bus can cause voltage sags worse than those at the
point of interest. For example, three-phase faults between the feeder bus and 5 km out
on the feeder F2 will cause at least a voltage sag of 0.8 per unit. Faults farther than 5 km
away cannot drop the voltage level lower than 0.8 per unit. The results of the above
can be expressed as a graph of the sag frequency versus the magnitude of the voltage
sag.

It is important to note that the addition of a second feeder identical to F2 doubles the
number of voltage sags, as seen by the industrial customer. The complete picture must
also include the probability of voltage sags from the industrial plant distribution system
and the transmission network (Fig. 21.6).

TABLE 21.2. Typical Clearing Times of Protective Devices

Type of Fault
Clearing Device

Typical Minimum Clearing
Time in Cycles

Typical Time
Delay in Cycles

Number
of Retries

Expulsion fuse 0.50 0.5–60 None
Current limiting fuse 0.25 or less 0.25–6 None
Electronic recloser 3 1–30 0–4
Oil circuit breaker 5 1–60 0–4
SF6 or vacuum
breaker

3 (actual)
(5 by C37.04)

1–60 0–4

Note: C37.04 CIGRE Working Group.

Figure 21.5. Radial distribution system single-line diagram.
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21.4 FREQUENCY OF VOLTAGE SAGS

In 1991, theCanadianElectricityAssociation (CEA) began a 3-year power quality survey.
Themain objective of the surveywas to obtain an indication of the general levels of power
quality that exist in Canada. The results would serve as a baseline against which future
surveys could be compared to determine trends. A secondary objective was to increase
utility expertise in making power quality measurements and interpreting the data.

Twenty-two utilities across Canada participated, with a total of 550 sites (industrial,
commercial, and residential customer groups) monitored over a 3-year period. Each site
was monitored for a nominal 25-day period, most at the customer’s service entrance

TABLE 21.3. Results for Voltage Sags for the Radial Distribution System of Fig. 21.5

Lowest Phase Sag
Voltage Per Unit

Line
Exposure (km) Events/km/year

Number of Sags Less Than
or Equal to Sag Voltage

0.40 0.83 0.15 0.12
0.50 1.25 0.15 0.19
0.60 1.88 0.15 0.28
0.70 2.90 0.15 0.44
0.80 5.00 0.15 0.75
0.90 11.25 0.15 1.69

 1.0 0.90.80.70.60.50.40.30.20.10.0
0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

Per unit voltage 

N
um

be
r 

of
 v

ol
ta

ge
 s

ag
s 

pe
r 

ye
ar

du
e 

to
 th

re
e-

ph
as

e 
fa

ul
ts

Figure 21.6. Number of voltage sags per year originating from feeder F2 affecting an industrial

customer on feeder F1.
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panel (e.g., 120 and 347V). Approximately 10% of the sites had primary metering to
provide an indication of the power quality characteristics of the utility’s distribution
system serving their customers.

The power line threshold levels for voltage sags are shown in Table 21.4. The power
line monitor (i.e., BMI) was set to capture voltage anomalies below the threshold level
that lasted between 80ms and 10 s), that is, voltage sags.

21.4.1 Industrial Customer Group

The average number of voltage sags per phase per month per site (approximately four
voltage sags per phase per month) for industrial customers monitored at primary voltage
levels is shown in Fig. 21.7. From the utility’s distribution point of view, a significant

TABLE 21.4. Monitor Thresholds for Voltage Sags

Voltage Level (V) Voltage Sag (80ms–10 s)

120 110V rms
120/208 110V rms
347/600 318V rms

Figure 21.7. Average number of voltage sags per phase per month per site for industrial

customer group monitored at utility primary voltage levels.
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number of sites experienced no voltage sags on their primary during the monitoring
period (i.e., approximately 31% of the sites).

The cumulative percentage of siteswhose number of voltage sags is less than or equal
to a specified value for primary and secondarymonitored customers is shown in Fig. 21.8.

The average number of voltage sagsmonitored at industrial utilizationvoltage levels
is significantly higher than those occurring at their primary voltage levels (e.g., 85% of
sites will experience an average between 10 and 20 voltage sags at their utilization
voltage level and an average of only 5–6 voltage sags on their primary implying that the
origins of voltage sags are more likely to be on the industrial customer’s utilization
voltage levels. Based on the average values, clearly the number of voltage sags occurring
at an industrial facility is significantly higher than those occurring on the utility primary
(i.e., 38 compared to an average of four voltage sags per month per phase).

21.4.2 Commercial Customer Group

The frequency distribution of voltage sags monitored at the utility primary voltage levels
is shown in Fig. 21.9. Note that 34% of the sites experienced no voltage sags during the
1-month monitoring period.

The average number of voltage sags per phase per month per site for commercial
customers monitored at 120/208Vand at 347/600Vare shown in Figs 21.10 and 21.11,
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respectively. It is important to note that a significant number of commercial sites
experienced no voltage sags during the monitoring period (i.e., approximately 23% for
120/208V secondary monitored sites and 28% for 347/600V sites). The commercial
sites monitored at 120/208V had more sites with a high frequency of voltage sags than
those commercial sites monitored at 347/600V. The cumulative distribution of voltage
sags at commercial customer sites monitored at the primary and secondary voltages is
shown in Fig. 21.12.

It is important to note that there are more voltage sags occurring at the secondary
level than at the primary voltage level.

21.5 EXAMPLE VOLTAGE SAG PROBLEM: VOLTAGE SAG
ANALYSIS OF UTILITY AND INDUSTRIAL DISTRIBUTION SYSTEMS

21.5.1 Utility Distribution Systems

A radial utility distribution system single-line diagram is shown in Fig. 21.13.
The average number of three-phase faults for this distribution feeder system is

0.20 faults/km/year and the feeder reactance is j0.40/unit/km.

Figure 21.9. Average number of voltage sags per phase per month per site for commercial

customers monitored at the utility primary voltages.
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Calculate the number of voltage sags per year caused by three-phase faults in feeders
F1–F6 that are seen by the sensitive industrial load on feeder 3 that are less than or equal
to a sag voltage on the substation feeder bus shown in the table below.

Lowest Phase
Sag Voltage Per Unit
(Substation Bus)

Number of Voltage Sags
Less Than or Equal

to the Specified Sag Voltage

0.70 ?
0.80 ?
0.90 ?

Figure 21.10. Average number of voltage sags per phase per month per site for commercial

customers monitored at the customer’s secondary voltage of 120/208V.
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Solution:
Part 1—Utility Distribution System

Consider the radial utility distribution system single-line diagram as shown in
Fig. 21.13. The average number of three-phase faults for this distribution feeder system is
0.20 faults/km per year and the feeder reactance is j0.40/unit/km.

Calculate the number of voltage sags per year caused by three-phase faults on
feeders F1–F6 that are seen by the sensitive industrial load on feeder 3 that are less than or
equal to a sag voltage on the substation feeder bus shown in the table below. The
calculated results are listed in the table below. Figure 21.14 shows voltage sag versus
feeder physical length.

Lowest Phase
Sag Voltage Per
Unit at the Substation Bus

Physical Length (L)
of Line Exposure

0.70 2.916667
0.80 5
0.90 8.75

Figure 21.11. Average number of voltage sags per phase per month per site for commercial

customers monitored at the customer’s secondary voltage of 347/600V.
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Given: Zs¼ 0.50 Zf¼ 0.40
L¼Vsag� (Zs)/[Zf� (1–Vsag)]

Notes: Feeder faults close to the substation bus result in high fault currents and low
sag voltages at the substation bus. As the feeder faults occur further from the substation
bus, the fault current levels decrease and the voltage at the substation bus (sag voltage)
increases. For example, faults occurring 2.916 km and less from the substation bus will
result in a substation bus voltage less than or equal to 0.70 pu.

L ¼ 0:70� 0:50

0:40� ð1� 0:70Þ ¼ 2:916 km for a sag voltage ¼ 0:70 pu

L ¼ 0:80� 0:50

0:40� ð1� 0:80Þ ¼ 5:000 km for a sag voltage ¼ 0:80 pu

L ¼ 0:90� 0:50

0:40� ð1� 0:90Þ ¼ 11:25 km for a sag voltage ¼ 0:90 pu

By varying the voltage sag levels, a graph of the number of voltage sags less than a
particular value can be plotted as shown in Fig. 21.14.
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Figure 21.13. A radial utility distribution system.
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Figure 21.14. Voltage sag versus feeder physical length.
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The number of voltage sags less than or equal to a specified value are calculated
below:

Voltage sag at substation bus for Vsag ¼ 0.70 pu

Feeder
Number

Physical Length (L)
of Line Exposure

Number of
Three-Phase

Faults Per Year

Number of Voltage Sags
Less Than or Equal

to 0.7 pu

F1 2.916667 0.2 0.583333
F2 2.916667 0.2 0.583333
F4 2.916667 0.2 0.583333
F5 2.916667 0.2 0.583333
F6 2.916667 0.2 0.583333

Total 2.916667

Voltage sag at substation bus for Vsag¼ 0.80 pu

Feeder
Number

Physical Length (L)
of Line Exposure

Number of
Three-Phase
Faults Per Year

Number of Voltage Sags
Less Than or Equal

to 0.8 pu

F1 5 0.2 1
F2 5 0.2 1
F4 5 0.2 1
F5 5 0.2 1
F6 5 0.2 1

Total 5

Voltage sag at substation bus for Vsag¼ 0.90 pu

Feeder
Number

Physical Length (L)
of Line Exposure

Number of
Three-Phase
Faults Per Year

Number of Voltage Sags
Less Than or Equal

to 0.9 pu

F1 11.25 0.2 2.25
F2 5 0.2 1
F4 5 0.2 1
F5 11.25 0.2 2.25
F6 11.25 0.2 2.25

Total 8.75
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Lowest Phase Sag
Voltage Per Unit
(Substation Bus)

Number of Voltage Sags
Less Than or Equal

to the Specified
Sag Voltage

0.70 2.916667
0.80 5
0.90 8.75

21.5.2 Industrial Distribution System

An industrial power system is shown in Fig. 21.15.
The per unit impedances of all the electrical components are defined below.

Per Unit Impedances for all Electrical Components of Fig. 21.15

Component Per Unit Reactances

Equivalent 69 kV
utility impedance

0.2

Generator 1 0.4
Transformer 1 0.2
Transformer 2 0.1
Transformer 3 3.0
Transformer 4 3.0
Transformer 5 0.1
Cable 1 0.1
Cable 2 0.1
Cable 3 0.2125
Synchronous motor 3 3.0
Induction motor 4 3.0

Calculate the voltage sag on bus 1 and bus 2 when a permanent three-phase fault
occurs in the feeder as shown in Fig. 21.15.
Solution:
The one-line impedance diagram is shown in Fig. 21.16.

Definition of symbols: M, motor; T, transformer; C, Cable; and x, reactance

xðutilityþ transformer 1Þ ¼ xutilityþ xT1 ¼ j0:20þ j0:20 ¼ j0:40

xgen 1 ¼ j0:40

xS1&S2 ¼ xðutilityþtransformer1Þ�xgen1=ðxðutilityþtransformer1Þþxgen1Þ
¼ j0:4� j0:4=ðj0:4þ j0:4Þ

xS1&S2 ¼ 0:2000000 per unit

xM3&T3 ¼ xM3þxT3¼ j3:0þ j3:0¼ j6:0
xM4&T4 ¼ xM4þxT4¼ j3:0þ j3:0¼ j6:0
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xS3&S4 ¼ xM3&T3� xM4&T4=ðxM3&T3þxM4&T4Þ
¼ j0:6� j0:6=ðj0:6þ j0:6Þ ¼ j3:0

xS1&S2&S3&S4 ¼ xS1&S2� xS3&S4=ðxS1&S2þxS3&S4Þ
¼ j0:20� j3:0=ðj0:20þ j3:0Þ
¼ j0:1875

cablebranch1 ¼ cable 1þxT5¼ j0:10þ j0:10¼ j0:20
cablebranch2 ¼ cable 2þxT2¼ j0:10þ j0:10¼ j0:20

xcableq ¼ cablebranch1� cablebranch2=ðcablebranch1þ cablebranch2Þ
¼ j0:20� j0:20=ðj0:20þ j0:20Þ
¼ j0:10

xtotal ¼ xS1&S2&S3&S4þxcableqþ cable 3¼ j0:1875þ j0:10þ j0:2125
¼ j0:50

If3ph ¼ 1:0=xtotal¼ 1:0=j0:50¼� j2:0
Vbus2 ¼ If3ph� cable3�� j2:0� j0:2125¼ 0:4250 pu
Vbus1 ¼ If3ph�ðcable3þxcableqÞ¼� j2:0�ðj0:2125þ j0:10Þ¼ 0:6250pu
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Figure 21.15. An industrial power distribution system.
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21.6 FREQUENCY AND DURATION OF VOLTAGE SAGS
AND SURGES AT INDUSTRIAL SITES: CANADIAN NATIONAL
POWER QUALITY SURVEY

21.6.1 Background

Theoccurrence of voltage sags and surges originating on the primary and secondary sides
of industrial facilities can disrupt continuous and noncontinuous industrial computer
processes, a costly issue for society. This chapter answers several questions concerning
the frequency and duration of voltage sags and surges posed by industrial customers. The
answers to these questions will be based on the national survey results of the frequency
and duration of voltage sags and surges at industrial sites monitored at their utilization
voltage levels (e.g., 120 and 347V) and on the utility primary side of their facilities. The
survey results provide a knowledge base for monitoring, designing, and utilizing voltage
sag and surge mitigating technologies.

Before 1990, very little information was available on the frequency and duration of
voltage sags (i.e., undervoltage conditions) and surges (i.e., overvoltage conditions) on
the primary and secondary sides of industrial facilities. Industrial users posed many
questions; for example, did the voltage anomalies that disrupted their processes originate
on the utility’s system or within the industrial facilities electrical system?
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Figure 21.16. An industrial power distribution system single-line impedance diagram.
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In 1991, the CEA took a proactive approach to power quality problems and initiated
a 3-year Canadian National Power Quality Survey involving 22 utilities. This chapter
will present and reference some of the detailed survey results of the frequency and
duration of voltage sags and surges at industrial sites monitored at their utilization
voltage levels (e.g., 120 and 347V) and on the utility primary side of their facilities. The
chapter answers several key questions posed by industrial users related to the power
quality characteristics of their sites:

1. Do these power supply anomalies occur more frequently during certain times of
the day or are they random events?

2. Is the frequency of voltage sags and surges clustered or random or dependent
upon the day of the week?

3. Is the frequency of power line disturbances on the utility system significantly
lower than those monitored at industrial facilities?

4. Is each site unique or are there significant similarities between industrial sites?

5. Are the coordinates of the magnitude and duration of voltage sags and surges
clustered or random and is there a difference between primary and secondary
occurrences?

6. Can the frequency and duration of voltage sags and surges at industrial sites be
statistically modeled by a normal distribution?

The database of voltage sags and surges monitored at industrial sites was divided
into two categories:

1. Primary (utility side)

2. Secondary (industrial side)

The division provides a means of revealing the unique power quality char-
acteristics of utility primary delivery systems and industrial secondary electrical
systems.

The results of the national survey will provide a guide to the number of the various
types of utility and industrial site disturbances that can be expected to be captured at an
industrial site for a monitoring period of 1 month. Answers to the above questions are
based on 33 primary monitored and 66 secondary monitored industrial sites.

21.6.2 Voltage Sags and Surges (Time of Day)

The question posed by many utility industrial customers is: Do the primary (i.e., utility
side) and secondary (i.e., customer side) voltage sags and surges follow a daily pattern?
Thevoltage sags and surgesmonitored on the primary side of industrial sites as a function
of the time of day are shown in Figs 21.17 and 21.18, respectively.

It is obvious fromFigs 21.17 and 21.18 that the occurrence of voltage sags and surges
is not a uniform distribution (i.e., a random event). It appears that the voltage sags tend to
follow the daily loading patterns of the utility (i.e., the utilities response to changing
demands appears to causemore voltage sags at certain times of the day). The voltage sags
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and surgesmonitored on the secondary side of the industrial sites as a function of the time
of day are shown in Figs 21.19 and 21.20, respectively.

The occurrence of secondary voltage sags tended to occur more frequently in the
early morning (i.e., 4–9 a.m.) during plant startup and shutdown periods.

Voltage surges exhibited a distinctive pattern and occurred more frequently during
the daytime (i.e., 600–1500).

Figure 21.18. Voltage surges as a function of the timeof the daymonitoredon the primary side

of industrial facilities.

Figure 21.17. Voltage sags as a functionof the timeof thedaymonitoredon theprimary sideof

industrial facilities.
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21.6.3 Voltage Sags and Surges (Day of Week)

Another question posed by utility industrial customers is: Do the primary (i.e., utility
side) and secondary (i.e., customer side) voltage sags and surges followaweekly pattern?

Figure 21.20. Voltage surges as a function of the time of the day monitored on the secondary

side of industrial facilities.

Figure 21.19. Voltage sags as a function of the timeof thedaymonitored on the secondary side

of industrial facilities.
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Thevoltage sags and surgesmonitored on the primary side of industrial sites as a function
of the day of the week are shown in Figs 21.21 and 21.22, respectively.

The voltage sags and surges monitored on the secondary side of industrial sites as a
function of the day of the week are shown in Figs 21.23 and 21.24, respectively.

Figure 21.21. Voltage sags as a function of the day of the weekmonitored on the primary side

of industrial facilities.

Figure 21.22. Voltage surgesas a functionof thedayof theweekmonitoredon theprimary side

of industrial facilities.
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The primary and secondary monitored voltage sags tended to occur for a larger
percentage of the time during the normal working days (i.e., Monday to Friday) for many
of the industrial plants.

The primary monitored voltage surges tended to occur more frequently during the
week and on Saturdays, while the secondary monitored voltage surges tended to be more
uniformly distributed.

Figure 21.23. Voltage sagsas a functionof thedayof theweekmonitoredon the secondary side

of industrial facilities.

Figure 21.24. Voltage surges as a function of the day of the weekmonitored on the secondary

side of industrial facilities.
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21.6.4 Frequency of Disturbances Monitored on Primary
and Secondary Sides of Industrial Sites

The frequency of occurrence of the various types of power system disturbancesmonitored
on the primary side of industrial facilities for all three phases is shown in Table 21.5 for a
sample of 15 sites, each with a monitoring period of approximately 1 month.

An examination of Table 21.5 clearly reveals the uniqueness of each industrial site
in terms of the frequency of the various types of power supply disturbances monitored
on the primary side. Variations in power system operating configurations, physical
location of an industrial site within a utility network configuration, and so on are factors
that can significantly affect the frequency of power supply disturbances seen by a
particular industrial facility.

The frequency of occurrence of the various types of power system disturbances
monitored on the secondary side of industrial facilities is shown in Table 21.6 for another
sample of 15 sites, each with amonitoring period of approximately 1month. The cause of
these power supply disturbances in many cases is partly due to the operational patterns of
various loads (e.g., motor starting, switching loads in and out in a response to process
demands, starting up and shutting downof various processes) at a particular industrial site.

An examination of Tables 21.5 and 21.6 reveals that at many, but not all, industrial
sites the frequency of power systemdisturbances on an average tended to be higher on the
secondary side (i.e., utilization voltage at an industrial site) than on the primary side (i.e.,
utility supply).

It is very important to note that the power quality characteristics of each site are
unique. At some of the sites where the frequency of voltage sags and surges was

TABLE 21.5. Frequency of Primary Monitored Power System Disturbances

Site No. Outage Surge Sag Swell Wave Shape

1 0 0 3 78 0
2 0 60 39 175 1
3 6 22 2 212 0
4 1 83 5 0 1
5 2 18 6 0 8
6 0 98 0 72 0
7 0 0 8 0 5
8 0 57 0 30 2
9 0 10 116 2 52

10 0 11 4 0 3
11 0 0 0 3 0
12 0 8 1 45 1
13 6 395 17 0 0
14 0 0 0 0 0
15 0 17 2 0 0
AV 1 51.9 13.5 41.1 4.9

AV, avrage value per site per month.
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extremely high, the primary causes of these anomalies were linked to poor wiring,
inadequate grounding, poor design, and operating practices.

In the electric environment of industrial sites, there are many polluting and
nonpolluting loads operating in distinctive cycles to meet the demands of the plant
processes. Usually, transitions in their operating cycles generate local disturbances and
can be specifically identified by a detailed on-site power quality audit. The audit provides
a means of correlating the various on-site disturbances with particular electronic and
electrical equipment transitional operating patterns.

21.7 SCATTER PLOTS OF VOLTAGE SAG LEVELS
AS A FUNCTION OF DURATION

Scatter plots of the magnitude of voltage sags versus the duration of their existence are
shown in Figs 21.25 and 21.26, respectively.

Comparing Figs 21.25 and 21.26, the voltage sags occurring on the secondary side of
industrial sites were more frequent and “deeper” than on the primary side (i.e., voltage
sags occurring below 60% of their nominal voltagewere the lower limit on the sample of
primary monitored voltage sags shown in Fig. 21.22).

21.8 SCATTER PLOTS OF VOLTAGE SURGE LEVELS
AS A FUNCTION OF DURATION

Scatter plots of the magnitude of voltage surges versus the duration of their existence are
shown in Figs 21.27 and 21.28, respectively.

TABLE 21.6. Frequency of Secondary Monitored Power System Disturbances

Site No. Outage Surge Sag Swell Wave Shape

1 6 6 4 0 7
2 3 2560 211 16 2
3 0 29 9 0 0
4 0 0 1050 0 0
5 0 20 1 0 0
6 0 47 2 556 0
7 0 2 0 1066 4
8 6 13 25 0 1
9 1 181 403 0 0

10 0 4 2 451 2
11 0 1 13 0 0
12 0 12 239 365 4
13 2 20 37 423 77
14 0 0 81 0 2
15 3 257 63 24 8
AV 1.4 210.1 142.7 193.4 7.1

AV, average value per site per month.
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Note that the upper threshold limit of the power line monitors was set at 200% of the
nominal voltage for surges. Voltage surges occurring between 0 and 200% (i.e., a very
high-frequency event) were not captured due to the limited storage capability of the
power line monitor’s computer disks.

21.9 PRIMARY AND SECONDARY VOLTAGE SAGES
STATISTICAL CHARACTERISTICS

The statistical distributions of the magnitude and duration of voltage sags monitored on
the primary and secondary sides of industrial sites are shown in Figs 21.29 and 21.30,
respectively.

Figure 21.26. Magnitude of the secondary monitored voltage sags as a function of their

duration.

Figure 21.25. Magnitudeof theprimarymonitored voltage sags as a functionof their duration.
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Note the similarities in the shape of the statistical distribution of primary and
secondary voltage sags shown in Figs 21.29 and 21.30.

21.10 PRIMARY AND SECONDARY VOLTAGE SURGES
STATISTICAL CHARACTERISTICS

The statistical distributions of the magnitude of positive and negative voltage surges
monitored on the primary and secondary sides of industrial sites are shown in Figs 21.31
and 21.32, respectively.

Figure 21.28. Magnitude of the secondary monitored voltage surges as a function of their

duration.

Figure 21.27. Magnitude of the primary monitored voltage surges as a function of their

duration.
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Note the similarities in the shape of the statistical distribution of primary and
secondary surges shown in Figs 21.31 and 21.32. The statistical distributions of the
duration of positive and negative voltage surges monitored on the primary and secondary
sides of industrial sites are shown in Figs 21.33 and 21.34, respectively.

Figure 21.30. Distributionof thedurationof theprimary and secondarymonitoredvoltage sags.

Figure 21.29. Distribution of the magnitude of the primary and secondary monitored voltage

sags.
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A summary of the statistical characteristics of the primary and secondary voltage
sags is shown in Table 21.7, the positive voltage surges in Table 21.8, and the negative
voltage surges in Table 21.9, respectively.

Figure 21.32. Distribution of themagnitude of the primary and secondarymonitored negative

voltage surges.

Figure 21.31. Distribution of the magnitude of the primary and secondary monitored positive

voltage surges.
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Figure 21.34. Distribution of the duration of the primary and secondary monitored negative

voltage surges.

Figure 21.33. Distribution of the duration of the primary and secondary monitored positive

voltage surges.
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TABLE 21.7. Voltage Sags Statistical Characteristics (Primary and Secondary)

Statistic Primary Secondary

Average magnitude 89.3274%a 86.3909%a

Standard deviation 11.3427%a 15.9453%a

Minimum magnitude 0.0 0.0
Maximum magnitude 95% 95%

Average duration 0.8014 s 0.9221 s
Standard deviation 1.2245 s 1.3659 s
Minimum duration 0.1000 s 0.1000 s
Maximum duration 8.8 s 9.7 s

aThe manitude of voltage sags is expressed as a percentage of the nominal voltage.

TABLE 21.8. Positive Voltage Surges Statistical Characteristics (Primary and Secondary)

Statistic Primary Secondary

Average magnitude 214.5182% 134.4129%
Standard deviation 62.7181% 116.0626%
Minimum magnitude 0.0 2.0%
Maximum magnitude 571.0% 571.0%

Average duration 695ms 166ms
Standard deviation 6440ms 729ms
Minimum duration 3ms 2ms
Maximum duration 0.10 s 17.2ms

Note: Te magnitude of voltage sags is expressed as a percentage of the nominal voltage.

TABLE 21.9. Negative Voltage Surges Statistical Characteristics (Primary and Secondary)

Statistic Primary Secondary

Average magnitude � 29.0396% � 27.7000%
Standard deviation 44.9848% 46.6490%
Minimum magnitude 1.0% 1.0%
Maximum magnitude 574.0% 371.0%

Average duration 387ms 52ms
Standard deviation 4793ms 126ms
Minimum duration 2ms 2ms
Maximum duration 0.10 s 3.42ms

Note: The magntude of voltage surges is expressed as a percentage of the nominal peak voltage.
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21.11 CONCLUSIONS

This chapter dealt with voltage sag and surge characteristics monitored on the primary
and secondary sides of customer transformers. Several example calculations for voltage
surge and sag for industrial and commercial customer installations have been presented.
The chapter also revealed that primary (i.e., utility) generated voltage sags and surges
were not uniformly distributed (i.e., random events) and tended to follow the daily
loading patterns of the utility. Secondary industrial voltage surges exhibited distinctive
patterns and occurred more frequently during the daytime (e.g., from 6 a.m. to 3 p.m.).
Secondary voltage sags also tended to occur more frequently during the early morning.
Primary and secondary voltage sags and surges tended to occur more frequently during
the weekdays.

This chapter has attempted to answer several questions posed by a utility’s industrial
customers. The answers were based on the statistical characteristics of the Canadian
National Power Quality Survey. It was found that the frequency of monitored voltage
sags and surges on an averagewas higher on the secondary side of the industrial sites than
the primary (i.e., utility side). The secondary side voltage sags were deeper than those of
the primary side and on average lasted longer. The power quality characteristics of each
site were unique.

The per unit magnitude of voltage surges on the primary side was on average higher
than that monitored on the secondary side. The average duration of primary voltage
surges was significantly longer than that monitored on the secondary.
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SELECTED PROBLEMS
AND ANSWERS

PROBLEM SET FOR CHAPTERS 2 AND 3

1. The following table shows the time in years between maintenance actions to 50
manual switches for a given utility.

Years Between
Maintenance Actions Number

1 3
2 3
3 5
4 8
5 8
6 11
8 4
9 3

11 1
15 2
18 1
20 1

(a) What is the average number of years between maintenance actions of
manual switches?

(b) What is the standard deviation?

2. It is known that 10% of the insulators are defective. What is the probability of
finding three or more defective insulators in a string of five?

3. The failure of power transformers is assumed to follow a Poisson probability
distribution. Suppose on average, a transformer fails once every 10 years. What
is the probability that it will not fail in the next 12 months? That it will fail once
in the next 24 months?

Power Distribution System Reliability. By Ali A. Chowdhury and Don O. Koval
Copyright � 2009 the Institute of Electrical and Electronics Engineers, Inc.



4. In a normal distribution, what percentage is within 1.5 standard deviations from
the mean?

5. One thousand new OCRs are put in service. They have a constant failure rate of
0.05 per year.

(a) How many units of the original 1000 will still be in service after 5 years?

(b) How many of the original will fail in Year 5?

6. The results of ground testing in a station areawith 450ground rods are as follows:

17 25 32 10 6 5 8 9 12 17
46 64 83 70 10 15 2 8 29 11

What is the 95% confidence interval?

7. One hundred poles out of 200were tested and 4were found to be rotten.Wewant
to state that we are 95% confident that the number of rotten poles does not
exceed a certain percentage. What is that percentage?

8. A utility opinion poll was taken to find out the percentage of population that
supports a rate hike based on increased levels of service reliability. If the result is
to be within three percentage points at 95% confidence level, what sample size
should be used? (Assume that the support is around 30%.)

9. A utility random sample survey of 3000 apartments showed that 64 were
vacant. The survey was conducted to estimate the amount of energy used by
apartments. Estimate the vacancy rate for the entire community using 93%
confidence level.

10. The averageweight of a batch of 2000 screws is determined by sampling. If the
standard deviation of the weights is 0.1 g, what sample size has to be used so
that we are 99% sure that the sampling result is within 0.05 g of the true average.

11. A utility’s policy is that if the average ground rod resistance in a station area
is over 25W, it will have to be retested the following year. In a station area
with 1000 rods, 40 were tested. To be on the safe side, the area manager
decided that, if the average of these 40 rods was over 20W, the station area
would be marked for retest the next year. Past year’s records indicated that
the standard deviation of rod resistances was 12W. Using the area manager’s
rule, what was the type I error when the actual average resistance of the area
was 20W? What was the type II error when the actual average resistance was
23W? What would the respective errors be if the retest criterion was set at
25W (instead of 20W)?

12. Develop the mathematical expression for the reliability of the following three
system configurations assuming that each component in the system is identical
and can exist in either an operational state or a failed state. The reliability of
each component is given by the following expression:

RðtÞ ¼ e� lt
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For each system configuration calculate the system reliability given the
following individual component parameters:

l ¼ 0:00439 failures=h t ¼ 24 h

(a) System configuration 1: simple parallel redundant system.
System success criterion: one or more components operating required for
system success.

(b) System configuration 2: bimodal parallel-to-series redundant system.
Parallel subsystem success criterion: one or more components operating
required for subsystem success.
System success criterion: both subsystems operating successfully.

(c) System configuration 3: bimodal series-to-parallel redundant system.
Series subsystem success criterion: both components operating for sub-
system success.
System success criterion: one or more subsystems operating successfully.
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13. Four independent and identical 1000 hp inductionmotors form aparallel system
configuration in an industrial process plant. This motor system configuration
is used in a cooling system for a large digital computer center. Two motors
functioning successfully are required for system success. Each motor has a
constant failure rate of 0.005 failures/h.

Find the reliability of the motor system configuration for a 20 h workday.

14. A computer network shown below is made up of 10 identical components. For
the group of components 8, 9, and 10, it is necessary that 2 out of the 3 work for
subsystem success.

 1

 2  3  4

 5

 6  7

 8

 9

 10

Redundant

    paths

Nonredundant
          paths

(a) Develop a general expression for the reliability of the computer network
assuming that each component has a reliability value equal to R.

(b) Evaluate the reliability of the computer network if the reliability of each
component is equal to 0.80.

15. A new power system configuration is constructed from 10 components,
numbered 1–10. The system configuration is shown below.

 1 

 2  3 

 4 

 5 

 6  7 

8 

9

10 

Subsystem (3–4–5)
Components 3, 4, and 5 are not identical
Success criteria: at least one component of this group must be available

Subsystem (8–9–10)
Components 8, 9, and 10 are identical
Success criteria: two out of three components must be available
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(a) Write a general expression for the reliability of the above system expressed
in terms of R values only (i.e., R1¼R2¼R3, . . . ,R10¼R).

(b) Evaluate the reliability of the above system if the reliability of each
component is equal to 0.80.

16. A computer memory system consists of four identical memory units connected
in parallel. The memory system’s “system success criteria” require that at least
three memory units must function.

What is the probability of system success if the reliability of each memory
unit is 0.90?
System success criteria: 3 out of 4 memory units must operate.

17. A communication system has 10 identical components connected in series.
If the overall system reliability must be at least 0.99 for the system to be
marketable, then what is the minimum reliability required for each
component?

18. A series system has identical components with a known reliability of 0.998.
What is the maximum number of components that can be allowed if the
minimum system reliability is to be 0.90?

19. A fully redundant parallel system has 10 identical components. If the
overall system reliability must be at least 0.99, how poor can these
components be?

Answers to Problem Set for Chapters 2 and 3

1.

(a) 6

(b) 3.94

2. Probability of three or more defective insulators¼ 0.00861

3.

(a) 0.9048

(b) 0.1637

4. 86.64% is within 1.5 standard deviation from the mean.

5.

(a) 779 should survive

(b) 40

6. �9.856
7. 7.14%

8. 896.37

9. 1.65–2.61%

10. 25.935
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11.

(a) Probability of getting a sample of under 20W¼ shaded area¼ 0.08%.

(b) Probability of getting a sample of under 20W¼ shaded area¼ 94.3%.

(c) Probability of making type I error¼ 30%.

12.

(a) Rs¼R3 � 3R2þ 3R¼ 0.999000014.

(b) Rs¼ 4R2 � 3R3þR4¼ 0.980103680.

(c) Rs¼R2þR2 � R4¼ 0.96390133.

13. Rs¼ 0.995798891

14.

(a) Rs¼ 3R5 � 2R6þ 3R7 � 2R8 � 3R9þ 2R10

(b) Rs¼ 0.5644484

15.

(a) Rs¼ 12R5 � 17R6þ 13R8 � 9R9þ 2R10

(b) Rs¼ 0.663538893

16. 0.947700

17. R¼ e� 0.001005� 0.998995� 0.99

18. n¼ 56.62756001� 57

19. 0.369042656

PROBLEM SET FOR CHAPTER 4

1. Twenty-six motors were tested for 200 h. Three motors failed during the test.
The failures occurred after the following test times:

Motor 1 50 h
Motor 2 61 h
Motor 3 146 h

What is the estimated failure rate?

2. Twohundred capacitors were installed and at the end of each year, the number of
surviving units was tallied.

End of No. Remaining

Year 1 192
Year 2 184
Year 3 177
Year 4 170
Year 5 163
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Based on these figures
(a) What is the reliability of the capacitors for 5 years?

(b) What is the annual reliability of Year 4?

(c) Assuming the reliability function is exponential, that is, R¼ e� lt, what is
the failure rate for this formula?

3. One thousand lightning arresters are installed. Assuming they have a failure rate
of 0.01 per year, howmany units (of the original batch) are expected to fail in the
10th year of service?

4. There are 10 generators in a generating station. The unit’s area is assumed to
have a forced outage rate of 0.01 per year. What is the mean time between
failures in that station?

5. What is the reliability of the following system?

A

B

C

D E

RA ¼ RB ¼ RC ¼ 0:80
RD ¼ 0:95
RE ¼ 0:85

6. Two diodes are connected in parallel as shown below:

A

B

pðo:c:Þ ¼ 0:1
pðs:c:Þ ¼ 0:2

Adiodemay fail in one of the twoways: by short-circuiting or by open circuiting.
What is the probability that two-diode arrangement will work as a diode?

7. We have 3 spare transformers supporting 50 single-bank stations. If the failure
rate of a transformer in service is 0.05 per year, what is the probability of having
no spares available in a year?
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8. We have fifty 110–69 kV transformers and have experienced six failures in the
past 10 years.

(a) What is the estimated failure rate?

(b) What is the 95% upper confidence limit of the failure rate?

(c) A larger utility with 500 transformers experiences 60 failures in 10 years
(for the same failure rate). What is the 95% upper confidence limit of their
failure rate?

9. If there are three good insulators in a string of four, for 72 kV line, the probability
of flashover is quite small (0.01%). On a 72 kV line, salvaged insulators with
10%defective are used.What is the probability that a stringwill have fewer than
three good insulators? The engineering manager decides to add one unit to each
string. How does that help?

10. In ground testing, a double sampling plan is used. For a station area with 400
grounds, 2 samples of 32 are selected. The acceptance and rejection numbers
are 5 and 9 for the first sample; 12 and 13 for the combined sample (of 64).

In a test, the first sample showed seven bad grounds. The second sample was
tested and eight more bad grounds were found. Based on the sampling result,
what is the 95% confidence interval of bad grounds in that station area?

Answers to Problem Set for Chapter 4

1. 0.00062 failures/h

2.
(a) 0.815

(b) 0.9605

(c) 0.041

3. 9

4. 10 year

5. 0.801

6. 0.63

7. 0.2424

8.
(a) 0.012

(b) 0.0236

(c) 0.1395

9.
(a) 0.0523

(b) 0.00856

10. 13:87% � �P � 32:93% at 95% confidence.
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PROBLEM SET FOR CHAPTER 5

1. Aman sets up a fund for his new-born son’s college education. He figures the son
will go to college at 18 for a cost of $40,000. Howmuch should be put in the fund
if the interest rate is 10%.

2. A man retires with $250,000 at 65. He wants to convert it to an annuity that will
look after him until he is 100. If interest rate is 8%, what is his annual retirement
income?

3. A person wants to buy a $300,000 home in 10 years. He wants to save by
depositing an equal amount of money each year into a special account. At 13.5%
interest rate, what should his annual deposit be?

4. The major expenses of a 5-year project are as follows:

Year 0—$120 million cofferdam and site construction
Year 3—$40 million powerhouse construction
Year 5—$100 million equipment
Plus $10 million annually for operating expenses.

A contractor offers to provide a turnkey project for $300million, half to be paid at
the beginning and half to be paid at the end of the 5-year project. If the interest
rate is 7%, is that offer worth accepting?

5. A small computer manufacturing company is operated by four employees. It is
known that one particular employee misses an average of 10 out of every
l00 days.

. Each of the other three employees is absent on an average of 5 out of every
100 days. Absences are random and independent.

. The expenses of the company are $5000/day when operating and $4000/day
when shut down. The income at full production is $8000/day.

. The company can still operate if three employees are present; however, the
income of the company drops to 60% of the income at full production.

. If more than one employee is absent, production stops.

What is the expected daily profit (i.e., income–expenses) for this company?
Hint: Try the binomial distribution.

Answers to Problem Set for Chapter 5

1. $7194.35

2. $21,450.82

3. $15,896.09

4. Total present value of project is $264.95million, total cost of proposal is $256.95
million, and the contractor’s proposal is cheaper.

5. $2190.25
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PROBLEM SET FOR CHAPTER 6

1. A microprocessor system shown in the figure below is used to control and
monitor the lighting system at a theater.

A reliability analysis of the above system revealed the following details:

(a) The major failure event that the microprocessor will not operate is depen-
dent upon either the single failure event of known cause (i.e., the micro-
processor fails) or the major failure event that there is no current being
supplied to the microprocessor.

(b) The major failure event that there is no current being supplied to the
microprocessor is dependent upon fourmutually exclusive events as follows:

1. Major failure event—switch open.

2. Single failure event of known cause—open-circuit wiring failure.

3. Major failure event—fuse fails to open.

4. Single failure event of known cause—power supply down.

(c) The major failure event of the switch being open is dependent upon two
mutually exclusive events as follows:

1. Single failure event of known cause—switch failure open.

2. Single failure event of unknown cause—switch open.

(d) The major event that the fuse fails open is dependent upon two mutually
exclusive events as follows:

1. Single failure event of known cause—fuse fails to open.

2. Major failure event—overload in circuit.

(e) The major event of an overload in the circuit is dependent upon two
mutually exclusive events as follows:

1. Single failure event of known cause—short circuit in wiring.

2. Single failure event of known cause—surge on power supply.

Construct a fault tree diagram for the microprocessor system by using the
correct elementary fault tree symbols.
If all single failure events have a probability of failure equal to 0.01, calculate
the probability that the microprocessor system will not operate.

2. A network configuration is shown below. All components in the network have
the same mission reliability equal to “p.”
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1 32

87

4 65

(a) Develop an expression for the reliability of the network configuration.

Note: The final reliability expression must be in the form of a polynomial in
terms of “p” only (i.e., R1¼R2¼R3¼R4¼R5¼R6¼R7¼R8¼ p).

(b) Calculate the system network reliability if p¼ 0.90.

3. A power system network configuration is shown below. All components in the
network have the same mission reliability equal to “p.”

(a) Develop an expression for the reliability of the network configuration shown
below. Note: The final reliability expression must be in the form of a
polynomial in terms of “p” only.

(b) Calculate the system network reliability if p¼ 0.90.

631

4

752

8

8

8

Subsystem
#1 #2

2 out of 3
required for

system success

Subsystem

4. A network configuration is shown below. All components in the network have
the same mission reliability equal to “p”.
(a) Develop an expression for the reliability of the network configuration shown

below. Note: The final reliability expression must be in the form of a
polynomial in terms of “p” only.

(b) Calculate the system network reliability if p¼ 0.90.
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5. A network configuration is shown below. All components in the network have
the same mission reliability equal to “p.”

(a) Develop an expression for the reliability of the network configuration
shown below. Note: The final reliability expressionmust be in the form of a
polynomial in terms of “p” only.

(b) Calculate the network reliability if the reliability of each individual
component is identical and equal to p¼ 0.95.

Output
node #1

Input
node #1

 4  5

1 32

876

9

6. A single line diagram of an industrial substation configuration is shown in
Fig. 1.
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The reliability data for the circuit breakers, transformers, manual switches, and
utility supplies are shown in the table below. Note all other component failure
rates are assumed to be zero (e.g., splices, bus connections, etc.). The breakers
are assumed to interrupt all permanent faults 100% of the time.
Assume breakers 1–4 fail only in the open-circuit mode. Switch SW4 is locked
out (i.e., cannot be closed during any component outage).

Component l (failures/year) Average Repair
Time (r) (h/failure)

Utility supply no. 1 0.5 0.5
Utility supply no. 2 1.0 0.5
BKR1¼BKR2¼BKR3¼BKR4 0.1 24.0
SW1¼ SW2¼ SW3¼ SW4
(manual switches)

0.1 12.0

T1¼T2 (transformers) 0.05 24.0

(a) Calculate the frequency (i.e., failures per year) and the average duration of
interruptions per outage (i.e., h/interruption) at load point 1.

(b) Calculate the reliability of load point 1 for network operating configuration 1.

(c) Calculate the reliability of load point 1 for network operating configuration
2. Assume the reliability of each electrical component is equal to 0.9999.
Assume the reliability of utility supply no. 1 and 2 are also equal to 0.9999
(Fig. 2).

Load
point

#1

Load
point

#2

Utility
supply

#2

Utility
supply

#1

SW4

SW3

SW2

SW1

N/O

BKR1

BKR2

BKR4BKR3

T2

T1

Figure 1. Network operating configuration 1.

Load 
point

#1

Load 
point

#2

Utility
supply

#2

Utility
supply

#1

SW4

SW3

SW2

SW1

N/C

BKR1

BKR2

BKR4BKR3

T2

T1

Figure 2. Network operating configuration 2.
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7. A network configuration is shown below. All components in the network have
the same mission reliability equal to “p.”

(a) Develop an expression for the reliability of the network configuration by
using the minimum tie-set path enumeration method.

Note: The final reliability expression must be in the form of a polynomial in
terms of “p” only (i.e., R1¼R2¼R3¼R4¼R5¼R6¼R7¼R8¼ p).

(b) Calculate the system network reliability if p¼ 0.90.

1 32

87

4 65

8. A network configuration is shown below. All components in the network have
the same mission reliability equal to “p.”

(a) Develop an expression for the reliability of the network configuration by
using the minimum cut-set methodology (third-order cut max).

Note: The final reliability expression must be in the form of a polynomial in
terms of “p” only (i.e., R1¼R2¼R3¼R4¼R5¼R6¼R7¼R8¼ p).

(b) Calculate the system network reliability if p¼ 0.90.

1 32

87

4 65

9. A network configuration is shown below. All components in the network have
the same mission reliability equal to “p.”

(a) Develop an expression for the reliability of the network configuration by
using the minimum tie-set path enumeration method.

(b) Calculate the network reliability (i.e., the reliability of an individual compo-
nent p¼ exp(� ltm) for a mission time of 168 h, given l¼ 5.493798319
failures/year.
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2 3

98

4

1

7

5 6

10. A network configuration is shown below. All components in the network have
the same mission reliability equal to “p.”

(a) Develop an expression for the reliability of the network configuration using
the minimum cut-set methodology.

(b) Calculate the network reliability if the reliability of each individual
component is identical and equal to p¼ 0.90.

11. A network configuration is shown below. All components in the network have
the same mission reliability equal to “p.”

(a) Develop an expression for the reliability of the network configuration
shown below.Note: The final reliability expressionmust be in the form of a
polynomial in terms of “p” only.

(b) Calculate the network reliability if the reliability of each individual
component is identical and equal to p¼ 0.95.
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Output
node #1

Input
node #1

 4  5

 1  2

 6  7

8

 3

Answers to Problem Set for Chapter 6

1. 0.08

2.
(a) Rs¼ 4p4 � 2p5 � p6 � p7þ p8

(b) 0.864149310

3.
(a) Rs¼ 15p5 � 22p6þ 5p7þ 5p8 � 2p9

(b) 0.93462757200000

4.
(a) Rs¼ p2þ 7p3 � 13p4þ 7p5 � p6

(b) 0.985689

5.
(a) Rs¼ p2þ 2p3 � 3p5 � 8p6þ 19p7 � 13p8þ 3p9

(b) 0.94986331069726

6.
(a) 0.750164 interruptions/year, 5.134834 h/interruption

(b) 0.9995604

(c) 0.9997000499700
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7.
(a) 4p4 � 2p5 � p6 � p7þ p8

(b) 0.86414931

8.
(a) Rs¼ 36 � 164pþ 291p2 � 247p3þ 101p4 � 16p5

(b) 0.86526

9.
(a) Rs¼ 3p3 � p5 � 2p6þ p8

(b) Rs¼ 0.96409521

10.
(a) Rs¼ 10 � 52pþ 111p2 � 113p3þ 57p4 � 13p5þ p6

(b) Rs¼ 0.985771

11.
(a) Rs¼ 10 � 52pþ 111p2 � 113p3þ 57p4 � 13p5þ p6

(b) 0.949746989

PROBLEM SET FOR CHAPTER 7

1. A “utility–diesel engine generator–fuel cell” system configuration is inter-
connected to deliver energy to a critical load point as shown in the figure
below.

Utility
power

Diesel
engine /

generator

Switchboard

Mission critical
load point

Fuel cell
system
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The reliability data for each subsystem is shown in the table below.

Subsystem MTTF (h) MTTR (h)

Utility power 4878.0 12.6
Diesel engine/generator 1150.0 37.5
Switchboard 25,033.0 9.9
Fuel cell system 8,760,000.0 11.0

Note: l¼ 1/MTTF.

(a) What is the frequency (i.e., interruptions per year) and duration (i.e., hours
per interruption) at the mission critical load point under the following
system operation configuration:

Operating Configuration 1

Subsystem Operational Status

Utility power In service and operational
Diesel engine/generator Out of service
Switchboard In service and operational
Fuel cell system Out of service

(b) What is the frequency (i.e., interruptions per year) and duration (i.e., hours
per interruption) at the mission critical load point under the following
system operation configuration:

Operating Configuration 2

Subsystem Operational Status

Utility power In service and operational
Diesel engine/generator In service and operational
Switchboard In service and operational
Fuel cell system In service and operational

2. Three identical independent utility transmission lines serve an industrial plant
load of 75MW. The initial capacity of each transmission line is 25MW. Any
combination of one or more transmission line outages results in a plant
interruption. It is known that the repair duration for each transmission line is
2.0 h/outage and the reliability (i.e., probability) of all the transmission lines
being operational is 0.998631387.

(a) What is the frequency (i.e., interruptions per year) and duration (i.e., hours
per interruption) of industrial plant interruption?Round your answers to two
significant decimal places.

(b) The capacity of each transmission line is increased to 75MW.Under the new
transmission line expansion plan a plant interruption will occur only when
all utility transmission lines are on outage.
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What is the approximate frequency (i.e., interruptions per year) of industrial
plant interruptions under the new expansion plan?

3. A commercial installation’s low-voltage network configuration is shown in the
figure below.

Equipment Failure Rates and Repair Duration

Circuit
Breaker
Number

(l) Total
Failure Rate
(failures/year)

(l) Failed
While Opening
(failures/year)

(r) Repair
Duration
(h/outage)

Rsw
Switching
Duration (h)

1 (ideal) 0.0 0.0 0.0 0.0
2 0.005 0.0005 4.0 1.0
3 0.005 0.0005 4.0 1.0
4 0.005 0.0005 4.0 1.0
5 0.005 0.0005 4.0 1.0
6 0.005 0.0005 4.0 1.0
7 0.005 0.0005 4.0 1.0
8 0.005 0.0005 4.0 1.0
9 (ideal) 0.0 0.0 0.0 0.0

Note: switchgear bus is assumed to be ideal.

l, total failure rate of circuit breaker includes the failure rate l “failed while
opening.”
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Calculate the following reliability indices for the computer load:

(a) l—failures per year.

(b) U—annual duration of interruptions.

(c) r—average duration of interruptions.

4. A single-line diagram of the new University of Alberta Teaching and Learning
Complex is shown in the figure below.

See Table 1. for equipment failure rates and average repair/restoration times for
the electrical components in the circuit.
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Answers to Problem Set for Chapter 7

1.
(a) 2.14575603991170 failures/year, 12.17547056266925 h/interruption.
(b) 1.010713387317601� 10� 6 failures/year, 5.18755121521138 h.

2.
(a) 6 interruptions/year, 2.0 h/interruption.

(b) 1.25101645� 10� 6 failures/year.

3.
(a) 0.110 interruptions/year.

(b) 0.424388128 h/year.

(c) 3.858073890 h/interruption.

4.
(a) 0.2900 interruptions/year, 3.0196839008 h/interruption.

(b) 0.325 interruptions/year, 7.49615384615384 h/interruption.

TABLE 1. Equipment Failure Rates and Average Repair/Restoration Times

Component l (failures/year)
(r) Average Repair
Time (h/failure)

U of A utilities 13.8 kV feeder no. 1 0.2 1.0
U of A utilities 13.8 kV feeder no. 2 0.2 1.0
T1¼T2 (transformers) 0.005 100.0
All fuses 0.005 1.0
All closed circuit breakers 0.005 25.0
All opened circuit breakers 0.0 0.0
All switchgear bus (i.e., numbered buses) 0.005 25.0
Manual disconnect switches 0.005 25.0
All transformers (600/208/120V) 0.005 25.0
Standby generator transfer switch 0.005 25.0
Standby generator 0.0 168.0
All other electrical equipment is assumed
to have a zero failure rate

0.0 0.0

Note:
1. “Automatic transfer switch”—switching time¼ 0.0 h.
2. All other manual switching or tiebreaker switching time is assumed to be 15min.

(a) Calculate the frequency and average duration of interruptions to the “Elevators” connected to
the 600V emergency PDC—teaching/research facility.

(Note: Failure of feeder no. 2 supply results in the emergency and standby generator switching
in.)

(b) Calculate the frequency and average duration of interruptions to the “120/208V Panels”
connected to bus 8.

(Note: Failure of feeder no. 1, N/O tiebreaker is manually closed.)

SELECTED PROBLEMS AND ANSWERS 509



PROBLEM SET FOR CHAPTER 8

1. A distribution radial primary feeder circuit services three industrial loads as
shown in the figure below. The industrial feeder consists of 12 line sections. The
source side of each line section has either a manual switch or a protective device
installed. Each line section (i) is characterized by its failure rate l(i).

OCR #1
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til
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n
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n

(1)

S

Load
point  #4

(12)
λ

λ

λ

(11)

S

(10) Load
point  #3

(9) Load
point  #2

S
S Load

point  #1

(8)

(7)

(4)

(5)

(3)

(6)

q(11)
q(6)

q(9)

q(4)

(2)

λλ

λ

λλ

λ

λ
λ

λ

Given

lð1Þ ¼ lð3Þ ¼ lð5Þ ¼ lð7Þ ¼ lð9Þ ¼ lð11Þ ¼ 2:0 failures=year
lð2Þ ¼ lð4Þ ¼ lð6Þ ¼ lð8Þ ¼ lð10Þ ¼ lð12Þ ¼ 1:0 failures=year
qð4Þ ¼ qð6Þ ¼ qð9Þ ¼ qð11Þ ¼ 0:10

The duration of repair activities (i.e., r(i)) for each feeder section is equal
to 4.0 h.
The average manual switching time for any isolating device is equal to 1.0 h.
The failure rate of the utility distribution substation supply, disconnect
switches, fuses, and OCRs are assumed to be equal to zero.
(a) Calculate the reliability indices for load points 1, 2, 3, and 4.

Place your results in the table below.

Load Point (l) Failure rate
(failures/year)

(U) Annual
Duration of

Interruptions (h)

(r) Average
Interruption
Duration

(h/interruption)

1
2
3
4
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(b) If all the line sectionalizing devices (i.e., manual switches and nonideal
fuses) are assumed to be ideal fuses (i.e., q(i)¼ 0.0), what is the frequency of
interruptions for load points 1, 2, 3, and 4? Place your results in the table
below.

Load Point (l) Failure Rate (failures/year)

1
2
3
4

2. A distribution looped radial system is shown in the figure below. The following
reliability and load data are defined:

lðfeeder section nunmber 1Þ ¼ lð1Þ ¼ lð2Þ ¼ lð3Þ ¼ lð4Þ ¼ lð5Þ ¼ lð6Þ
¼ 1:0 failures=year

lð1Þ ¼ lð7Þ ¼ lð8Þ ¼ lð9Þ ¼ lð10Þ ¼ lð11Þ
¼ 1:0 failures=year

Average time to repair each line section¼ 2.0 h for all sections.
Average switching and isolation time r(switching)¼ 1.0 h.
The OCRs and fuses are assumed to be ideal (i.e., q’s are equal to zero, failure
rates are equal to zero). The failure rate of the manual disconnect switches is
also zero.
Calculate the reliability indices (l, r, lr) for load points 1, 2, 3, 4, and 5.
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Answers to Problem Set for Chapter 8

1.
(a)

Load
Point

(l) Failure
Rate (failures/year)

(U) Annual
Duration of

Interruptions (h)

(r) Average
Interruption

Duration (h/interruption)

1 11.43 44.43 3.88713910761155
2 9.63 33.63 3.49221183800623
3 9.90 33.90 3.42424242424243
4 12.60 42.60 3.38095238095238

(b)

Load Point (l) Failure Rate
(failures/year)

1 11.0
2 8.0
3 8.0
4 10.0

2.

Load Point (l) (failures/year) r (h) U (h/year)

1 5.0 1.60 8.0
2 5.0 1.60 8.0
3 4.0 1.50 6.0
4 4.0 1.75 7.0
5 5.0 1.60 8.0

PROBLEM SET FOR CHAPTER 21

1. A radial distribution system single-line diagram is shown in the figure below:
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The feeder reactances/km are defined in the table below.

Feeder number F1 F2 F3 F4 F5 F6
Per unit feeder reactance/km j 1.0 j 0.25 j 0.50 j 1.0 j 0.50 j 0.25

The average number of three-phase faults for this distribution feeder system is
0.50 faults/km per year. The industrial load on feeder F3 is interrupted when
voltage sags less than or equal to 0.8 per unit occur on the 25 kV bus.

The number of voltage sags less than or equal to 0.8 per unit that were recorded
at the substation 25 kV bus from three-phase faults on all six distribution feeder
circuits except feeder circuit F3 was 11.0 V sags in 2001.

In 2002, the utility substation was significantly upgraded and the number of
voltage sags recorded from three-phase faults on all six distribution feeder
circuits except feeder circuit F3 was 6.0 in 2003.

(a) Calculate the equivalent per unit utility system impedance Zs in 2001.

(b) Calculate the equivalent per unit utility system impedance Zs in 2003.

Infinite
bus

Substation
25 KV
bus

F1

F2

F3

F5

35 km

15 km
Zs

Physical
length of

feeder

s

Sensitive
industrial

load  4 km

20 km

F4

30 km

F6

  6 km
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2. An industrial power system is shown in the figure below.

Δ
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69
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T5
1

1

M3

T3

M4

T4
Large  

induction 
motor

Large  
synchronous  

motor

T2

Cable#2

Cable #3

3 Phase
feeder
fault F1

Cable#1

2

2

The per unit impedances of all the electrical components are defined in the table
below:

Component Per Unit Reactances

Equivalent 69 kV utility
impedance

0.2

Generator 1 0.4
Transformer 1 0.2
Transformer 2 0.1
Transformer 3 3.0
Transformer 4 3.0
Transformer 5 0.1
Cable 1 0.1
Cable 2 0.1
Cable 3 0.2125
Synchronous motor 3 3.0
Induction motor 4 3.0

Calculate the voltage sag on bus 1 and 2 when a permanent three-phase fault
occurs on the feeder as shown in the figure above.
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3. This problem will clearly demonstrate the importance of a neutral conductor.
A three-phase unbalanced load is supplied by a balanced voltage supply as shown
in the figure below. Note: the utility supply voltage is balanced, however, the
phase voltages across the loads may or may not be balanced depending upon the
impedance characteristics of the neutral conductor.

Zan’

Zbn’

Zcn’

Znn’

a

b

c

n

n'

I a

Ib

I c

InU
til

ity
 p

ow
er

 s
up

pl
y

Utility power supply voltage characteristics

Van ¼ 120:0=0� Vbn ¼ 120:0=� 120� Vcn ¼ 120:0=� 240�

Load impedance characteristics

Zan’ ¼ 10:0=0� Zbn’ ¼ 10:0=45� Zcn’ ¼ 10:0=45� Zn‘n’ . . . variable

Calculate the load voltages (i.e., Van’, Vbn’, and Vcn’), the line and neutral
currents (i.e., Ia, Ib, Ic, and In), and the voltage Vn’n for various values of the
neutral impedance (i.e., Zn’n).
Complete the tables (two decimal places).

Part 1: Neutral Impedance–Pure Resistance

Zn’n Ia Ib Ic In

mag angle mag angle mag angle mag angle

0
10/0�

100,000/0�

Zn’n Van’ Vbn’ Vcn’ Vn’n

mag angle mag angle mag angle mag angle

0
10/0�

100,000/0�
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Part 2: Neutral Impedance–Pure Reactance

Zn’n Ia Ib Ic In

mag angle mag angle mag angle mag angle

10/90�

100,000/90�

Zn’n Van’ Vbn’ Vcn’ Vn’n

mag angle mag angle mag angle mag angle

10/90�

100,000/90�

Part 3: Neutral Impedance–Pure Capacitance

Zn’n Ia Ib Ic In

mag angle mag angle mag angle mag angle

10/� 90�

100,000/� 90�

Zn’n Van’ Vbn’ Vcn’ Vn’n

mag angle mag angle mag angle mag angle

10/� 90�

100,000/� 90�

Answers to Problem Set for Chapter 21

1.
(a) 0.75 per unit

(b) 0.25 per unit

2.
Vbus 1¼ 0.6250 pu

Vbus 2¼ 0.4250 pu

3.
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Alternative feed, 294, 298
deterministic planning guidelines, 294

25 kV buses, 294
industrial customers, 295
large users, 295
towns/cities, 295

economic life, 298
requirements, 294

Annual cost concept, 101–102
different life times alternatives, 102–103

ANSI/IEEE Standard 446, 454
CBEMA curve, 454
input power quality, 454

range of, 455
Automatic outage management system

(AOMS), 268–251
customer-oriented indices, 269
data, 268
interruption classification, 270
performance indices, 269
utility, 268

Availability, 82
concepts, 65

design considerations, 68
mean time to repair, 65

definition, 82
equipment, 81–85

availability considerations/requirements,
81

availability model, 82
long-run availability,
83–85

model, 66
predictions, 153

problems, 82
Average service availability index (ASAI),

94, 270, 418
Average service unavailability index, 270
Average system availability index, 94,
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Bathtub curve, 46–47, 81
infant mortality period, 46
useful life period, 46
wear-out period, 46
wear-out stage, 81

Bayes’ theorem, 60–62, 129–139
conditional probability, 129
example, 130–132
in reliability, 129

Benefit-cost ratios, 367
Binomial probability distribution, 23, 25,

91
Binomial theorem, 22
Blackout, 2, 9, 257, 306, 375–376
Bridge network, 114, 115
configuration, 117–119

reliability, 118
tie sets definition, 117

state enumeration, 115
event tree diagram, 115

Bulk power system operations,
interruptions, 307

Bus tie analysis, 402
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cost-benefit analysis of, 402
transformer failure simulation,
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Canadian Electricity Association (CEA), 93,
256, 303, 461

annual service continuity report, 257
broad codes, 305
CAIDI vs. CEA, 313
distribution system performance, 322
SAIFI/SAIDI, 313

Canadian integrated utility (IU), 309, 330
customer interruptions, 312

transmission system problems, 312
customer outages code, 330
load duration curve, 399
SAIFI vs. CEA, 312
SAIFI/SAIDI indices, 309–310

crew center (CC) level, 309
feeder level indices, 310
high load density, 314
regional level, 309
small urban utility (UU), 314
system level, 309

urban/rural systems, 309, 310
low load density system, 312
voltage-constrained system, 311

voltage-constrained system, 311
Catastrophic transformer failure, 446, 448
12/16/20/22.4 MVA 72 kV transformer,

448
transformer MVA ratings, 446

Chi-square distribution, 70–75, 80
Poisson cumulative probability, 70
uncertainty factor, 80
values, 72

Circuit breakers, 3, 155, 199
fuse, 219
load point, 212
reliability data, 199
switches, 260
transmission system, 3

Cloud cover, definition, 146–147
Commercial power systems, 153, 191
cost, 191
fault, 458
reliability designing, 153

Complex network, See Complex systems
Complex systems, 55, 111
Bayes’ theorem, 60–62, 129–130
configurations, 111

conditional probability theory, 146–147
network reduction methods, 111

path enumeration methods, 111
state enumeration methods, 111

parallel systems, 56–58
connection, 56
exponential reliability functions, 56, 57
failure rates, 57

partially redundant systems, 58
binomial expansion, 59
reliability, 58

reliability analysis, 55, 111
series systems, 55–56
connection, 55
definition, 55
failure rate, 55
reliability, 55

Composite index (CI), 282
development, 282
reliability performance analysis, 282

Computer business electronic manufacture
association (CBEMA) curves, 456

Computer input power quality parameters, 454,
460

Computing interest, 98
computing formulas, 98–101
period, 98

Conditional probability theory, 19, 146
application, 146
system operating configurations, 146

Confidence limit concept, 32
Contingency enumeration approaches, 3
Cost-benefit analysis, 106–107, 285, 293, 400

framework, 296
reliability assessment, 295, 298
strategy, 291
substation reliability, 106–107

Cost-effective reliable electric power supply,
397

Cost of power interruptions to an individual
load point (COLPI), 340

Crew center-level analysis, 282
Critical flashover (CFO) voltage, 89
Cumulative frequency histogram, 15
Cumulative present value (CPVs), 360, 418,

449
interruptions cost, 360
distribution system configuration, 360

reliability benefits, 418
Customer-minutes of interruptions, definition,

269
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Customer average interruption duration index
(CAIDI), 94, 270, 273, 279, 280, 281,
287, 301

customer-oriented reliability, 303
definition of, 94
major cause contribution, 312

Customer average interruption frequency index
(CAIFI), 287, 433

computer model, 433
definition of, 287

Customer cost benefits, 368
cumulative present value, 368

Customer damage functions, 359
Customer interruption(s), 270
contributing components, 276
definition, 269, 270
major causes, 270–271, 274
utility costs, 359

Customer interruption costs (CICs), 292, 299,
337, 338, 358

component forced outage data, 340
curve, 296
cost-benefit reliability planning method,

338
customer reliability indices, 358

basic concepts, 358
data, 294
in distribution system planning, 337
information, 290
key load point reliability indices, 339
parallel system model equations, 339

average repair time equations, 339
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distribution looped feeder, 378
feeder circuits
normal operating configuration, 378
reliability data, 380

feeder line section lengths, 379
line section outages, 380
load point, 361
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