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Preface

This book contains revised contributions by the speakers of the 15t IEEE Workshop on
Wireless: Communication Circuits and Systems, held in Lucerne, Switzerland, from
June 22-24, 1998. The aim of the workshop was to apply the vast expertise of the
CAS Society in the area of circuit and system design to the rapidly growing field of
wireless communications. The workshop combined presentations by invited experts
from academia and industry with panel and informal discussions. The following topics
were covered:

» RF System Integration (single-chip systems, CMOS RF circuits),
» RF Front-End Circuits (CMOS RF oscillators, broadband design techniques),

= Wideband Conversion for Software Radio (A/D conversion issues, wideband sub-
sampling, low-spurious A/D conversion),

» Process Technologies for Future RF Systems (S, SiGe, GaAs, CMOS, packaging
technologies),

» DSP for Wireless Communications (DSP algorithms, fixed-point systems, DSP for
baseband applications),

= Blind Channel Equdization (adaptive interference suppression, design techniques,
channel estimation).

The workshop was a great success, with over 130 participants from 19 countries,
from the U.S. to Europe and Asia, including a large contingent of participants from
industry (60 %). Feedback from the participants showed that the carefully selected
combination of tutorial-like lectures with lectures on specidized and advanced topics
was a feature of the workshop that was particularly appreciated. Due to the relatively
strong involvement of industry — both in the form of lecturers and listeners—a high
level of discussion was attained in both panel sessions and informal gatherings.

XV
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By astroke of luck, Philips Semiconductors, Zurich, Switzerland, celebrated their
50th anniversary in 1998, With the well-deserved spirit of ceebraion and generos-
ity that this anniversary triggered at Philips, and the goodwill and encouragement of
the Board of Governors and Excom members of the CAS Society, the finances were
guaranteed at an early stage. For this the organizers were very grateful.

The format of this workshop and book has strongly been influenced by the AACD
workshop series organized by J. H. Huijsing, R. J. van de Plassche and W. Sansen.
The editors greatly appreciate the inspiration provided by this series.

It is apleasure to acknowledge the speskers and authors for making available their
expertise. Our sincerest thanks go dso to D. Arnold, M. Goldenberg, D. Lim, F. Lus-
tenberger, H. Mathis, and H. P. Schmid for helping in the preparation of the workshop
and book. Moreover, D. Lim, H. Mathis and H. P. Schmid were strongly involved in
thetechnical editing of this book, which the editors very gratefully acknowledge.

Zurich, September 1999
Markus Helfenstein and George S. Moschytz
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1 RF SYSTEM INTEGRATION

Chris Toumazou

Dept. Elect. & Electron. Eng.
Imperial College

Exhibition Rd.

London SW7 2BT, U.K.

1.1 INTRODUCTION TO THE FOLLOWING PAPERS

The idea for this part of the book arose from a need to convey the intricacies of RF
sysem integration in today’ s wirdess information system arena. The proliferation of
portable communication devices has created a high demand for small and inexpensive
transceivers with low power consumption. The Radio-Frequency (RF) and wireless-
communications market has suddenly expanded to unimaginable dimensions. Sources
predict that mobile telephony subscriptions will increase to over 350 Million in the
year 2000.

While this trend continues and challenges still exist, the RF practice at present is
one which requires the so-called “green fingers’ of design. System integration from
the interconnection of sub-blocks at the front-end to the interconnection of metal lay-
ers within the IC is al highly interactive. However, what has now become apparent at
the low-GHz frequency band is that as feature sizes of silicon devices shrink, there is
amore natural move towards VLS| at high frequencies where lumped circuit design
is beginning to find anew home. As we start integrating more of the board-level com-
ponents onto a single chip, the board layout will then aso form a mgjor part of the

“lumped” circuit.
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Part | has brought together key engineers from industry and academiato shed light
on performance demands, board level design, and sub-micron silicon CMOS solutions,
taking the reader through redistic design scenarios for RF system integration.

Devices and systems, such as pagers, cellular and cordless phones, cable modems,
mobile faxes, PDAs (Persond Digital Appliances), wirdess LANs, and RF identifica-
tion tags are rapidly penetrating all aspects of our lives, evolving from luxury items
to indispensable tools. Semiconductor and system companies, smdl and large, ana-
logue and digital, have seen the statistics and are striving to capture their own market
share by introducing various RF products. Today’s pocket phones contain more than
one million transistors, with only a smal fraction operating in the RF range and the
rest performing low-frequency “base-band” analogue and digita signal processing.
However, the RF section is till the design bottleneck of the entire system.

In contrast to other types of analogue and mixed-signa circuits, RF systems de-
mand not only agood understanding of integrated circuits, but dso of many areas that
are not directly related to integrated circuits.

Communication
. Theory
Microwave Random
Theory / Signals
Signal I .
Propagation ransceiver
oo < Architecture
Multiple / .
Access IC Design
Wireless
Standards CAD

Tools

Figure 1.1 RF design disciplines.

Most of the areas shown in Fig. 1.1 have been studied extensively for more than
two decades, making it difficult for an IC designer to acquire the necessary knowledge
in areasonable amount of time. Traditional wireless system design has thus been car-
ried out at somewhat digointed levels of abstraction: communication theorists create
the modulation scheme and base-band signal processing; RF system experts plan the
transcelver architecture; |C designers develop each of the building blocks, and manu-
facturers “glue’ the ICs and other external components together. In fact, architectures
are often planned according to the available off-the-shelf components, and ICs are de-
signed to serve as many architectures as possible, leading to agreat ded of redundancy
at both system and circuit levels. This results in higher levels of power consumption
and generally lower performance.
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Most recently, as the industry moves toward higher integration and lower cost, RF
and wireless design increasingly demands more “concurrent engineering,” thereby re-
quiring IC designers from both industry and academiato combine forces and to have a
sufficient and integrated knowledge of al the disciplines [1]. RF circuits must process
analogue signals with a wide dynamic range at high frequencies. It is interesting to
note that the signals must be treated as analogue even if the modulation is digital or
the amplitude carries no information.

COMPLEXITY | «——»p SUBMICRON
,\ TECHNOLOGY

N

NOISE POWER
CONSUMPTION
& + FREQUENCY
DISTORTION | SUPPLY VOLTAGE —> SPEED
VOLTAGE
—> GAIN
SWING

Figure 1.2 RF design hexagon.

The trade-offs involved in the design of such circuits can be summarised in the “RF
design hexagon” shown in Fig. 12, While any of the seven parameters trade to some
extent, al these parameters are severely constrained by the core parameters, namely
the power consumption and supply voltage. It is important to recognise that, while
digital circuits directly benefit from advances in IC technologies, RF circuits do not
benefit as much. This issue is exacerbated by the fact that RF circuits often require
external components—for example, inductors—that are difficult to bring onto the chip
even in modern I1C processes. RF design techniques are thus becoming highly sensi-
tive to device physics, and s0 analog characterisation of digitad VLS technology is
of primary concern. One of the mgjor challenges is implementing RF circuits on ICs
instead of PCBs, offering advantages including lower production cost, high functional-
ity, small physical size, high reliability, and low power requirements. It now becomes
very necessary to achieve better co-ordination between the “system design” activity
and the “RF circuit design” activity.

A few years ago Gallium-Arsenide (GaAs) technology was the primary-choice
semiconductor for implementing RF ICs due to its low noise figure, higher gain and
higher output power. Advances in sub-micron silicon CMOS, however, have made
it possible to achieve higher levels of RF system integration at lower cost than with
GaAs, predominantly for low-GHz-band wireless applications [2]. The other benefits
of CMOS RF are the greater manufacturability and minimised power requirements to
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drive off-chip loads. While integrated silicon BJT transceivers are till more desirable
for today’s products, CMOS RF solutions are looking very promising, with the real-
istic prospect of a single-chip transceiver in a plastic package. Furthermore, newer
device technologies such as Silicon Germanium are maturing rapidly and offer the
high mobility necessary for today’s RF wireless products. This array of competing

technologies offers system designers more creative opportunity, and the best wirdess
transceiver solutions may well emerge from system design evolving together with ar-
chitecture, circuits, antennas, and power dlocation plans. In the future, base-band
signa processing will inevitably make up for imperfections in the front end (e.g. soft-
ware radio).

Part | begins with a section by Gordon Aspin from TTP Communications, a com-
pany with vast experience in RF system integration for cellular products. The section
describes the redlistic design of apart of afully integrated transceiver IC from Hitachi
which satisfies multi-band GSM RF specifications. Some of the subtleties of board-
level integration are presented, coupled with a design approach which attempts to
make practical GSM handset design a more straightforward task. Emphasis is placed
upon the importance of understanding total system-level requirements when designing
achip, and upon how board level design influences low-level requirements.

In the next section, Peter Mole from Nortel Semiconductors gives an overview of
system integration on achip. Peter takes us through anumber of practical RF design is-
sues and then discusses general problems that radio systems must overcome to achieve
acceptable performance. The section overviews practical concerns for both receiver
and transmitter and how different radio architectures can be utilised to overcome some
of the problems. The section concludes with a number of practical design issues for
integrating radio circuitry in silicon technology.

The final two sections concentrate on the design of fully integrated transceiver chips
in sub-micron and deep sub-micron Silicon CMOS technologies. Michiel Steyaert
from the Katholieke Universiteit of Leuven introduces us to the arena of using deep
sub-micron CMOS to create single-chip transceiver blocks and components such as
LNAs, VCOs, up-converters , synthesisers etc. to satisfy cellular performance spec-
ifications above 1 GHz. The section discusses dl the bottlenecks and challenges of
RF CMOS using plain deep sub-micron devices for integration within systems such as
DECT, GSM, and DCS 1800.

Finaly, Qiuting Huang et. d. from the Integrated Sysems Laboratory a ETH
Zurich presents a practical high-performance GSM transceiver front-end in a0.25 pm
CMOS process. This section concludes Part | by taking the reader through a practica
RF system integration example. The work demonstrates that excellent RF performance
isfeasiblewith0.25 um CMOS, evenintermsof the requirements of the super-hetero-
dyne architecture. Design for low noise and low power for GSM handsets has been
given particular attention.

In conclusion, Part | will give the reader a practical evaluation of state- of-the-art
RF system design and integration for GHz wireless communications. The chaptersin
Part | encompass the failures, successes, and most of al the redistic RF challenges to
enable total integration of portable future wireless information systems.
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2 RF SYSTEM BOARD LEVEL

INTEGRATION FOR MOBILE PHONES
Gordon J. Aspin

TTP Communications Ltd.
Melbourn Science Park
Royston, SG8 6EE, U.K.

Abstract: This paper highlights the importance of system design choices in the
development of RF chip setsfor cellular mobile phones. By way of example, the design

of the BRIGHT family of RF chip sets for GSM is described. Performance results are
presented based on these chip sets.

2.1 INTRODUCTION

Traditionaly, the RF system represents one of the most difficult challenges for compa-
nies developing digital cellular phones, particularly for companies with limited devel-
opment experience. It is now possible to buy more or less complete baseband-chip-set
solutions together with associated software from a number of vendors. However, d-
though off-the-shelf radio-chip-set solutions are available, they nevertheless require a
significant level of desigh expertise on the part of the handset designer in order to re-
dise amanufacturable product which meets the necessary performance requirements.
This paper describes the results of some of our work to meet the challenge of redising
an RF chip set which makes designing a GSM mobile phone a straightforward task.
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This work, the development of the BRIGHT! RF chip set family, has been carried out
in collaboration with Hitachi Semiconductor of Japan.

The initial devices were targeted a single-band products — the main GSM market
at that time. Even more important commercialy, however, has been the emergence of
dual-band 900/1800 capability as akey market requirement. Fortunately, the BRIGHT
architecture is particularly well suited to multi-band operation, and the latest-genera-
tion devices, BRIGHT2, are designed to support this mode.

The objective of the development has been to achieve the maximum level of inte-
gration in the radio system, compatible with the objectives of lowest tota system cost,
lowest part count, and ease of design and manufacture, within the available |C process
technology. The approach is a systems approach with the focus upon achieving a de-
vice design in which the radio requirements of the whole product are most ssimply and
elegantly met.

2.2 DESIGN APPROACH

What makes RF IC design particularly interesting is that the silicon represents only
asndl part of the total RF system but can make a very large difference to how easy
or difficult it is to design the rest of the system. It is therefore vital to understand the
total system requirements when designing the chip. It is aso important to be able to
validate the design at both device and system level. This is achieved by means of a
System Evaluation Board — essentially acomplete handset—on which al the system
performance parameters can be measured and confirmed (Fig. 2.1). Validation of the
system is often one of the most expensive parts of the devel opment.

This radio System Evaluation Board is designed to be compatible with Baseband
Evaluation Boards used for baseband chip set and protocol software development
work. The two boards can be plugged together to emulate complete handset opera
tion. Aswell as testing in our own laboratories we have even been able to take such
a system through “Type Approvd” a a GSM test house to verify radio system perfor-
mance.

23 KEY GSM SYSTEM SPECS

As with al modern radio standards, there are many specification points for GSM that
need to be met in order for the radio to conform to the standard. However, a smal
number of these specification points turn out to be critical to the radio architecture and
design.

2.3.1 Transmitter phase error

Asadigital phasemodulation system, GSM controlshow closdy the transmitted phase
follows the ideal modulated phase trgjectory. It does this by specifying the phase error
in terms of an RMS value (5°) and a pesk value (20°), across the useful part of the
burst. The phaseerror is avery critica parameter for the transmitter, because so many

things can contributeto it, including digital modulator phase error, synthesiser settling

'BiCMOS Radio IC for GSM by Hitachi and TTPCom
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Figure 2.1 BRIGHT 2 system evaluation board.

time, switching transients, 1/Q gain and phase imbalance, up-converter phase noise
and spurious modulation, and power amplifier AM—to—PM conversion, etc.

In putting together a radio system design, budgets are alocated to each of these
parameters. Some, however, can be difficult to quantify theoreticaly (e.g. switching
transients) and may only become apparent oncethe design isrealised in hardware. The
task of the system designer is to identify a system architecture in which uncontrollable
and unquantifiable effects are minimised.

A classic example of aproblematic architecture is the direct-up-converter transmit-
ter, in which a baseband 1/Q modulator is mixed up to the final frequency in a single
stage. As aresult, the up-converter's local oscillator runs aso at the final frequency.
Maintaining sufficient isolation between the modulated power amplifier output and the
unmodulated low-power loca oscillator is very difficult, particularly within a minia-
ture handset.

232  Transmitter modulation spectrum (Fig. 2.2)

Like the phase error, the modulation spectrum is affected by many factors, including
digital modulator spectrum, 1/Q gain and phase imbalance, up-converter phase noise
and spurious modulation, power amplifier AM-to—PM conversion, transmitter noise
floor, etc. A good system design will minimise these effects inherently in the design.

233 Transmitter noise in the receiver band (Fig. 2.3)

To avoid interference between handsets in close proximity, GSM limits the amount of
spurious radiation emitted from the antennainto the receive band. In the non-extended
band, thisis limited to =79 dBm in a 100kHz bandwidth, or —129 dBm/Hz. Reflected
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Figure 2.3 Transmit noise in receive bands.

back to the input of the power amplifier this typically corresponds to a noise level of
— 162 dBm/Hz or 12 dB above the ideal thermal noise floor. In practice, modulators
cannot achieve this level of performance, and typically around 20dB or more of filter-
ing isrequired in aduplexer—which is arelatively bulky and expensive component.
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Figure 2.4 Receiver sensitivity & blocking requirements.

In the extended GSM900 band, the specification is relaxed by around 12 dB to
avoid even more severe duplexer filtering requirements. In the 1800MHz bands, the
specifications are comparable to the E-GSM requirements scaled by the frequency.

2.3.4 Receiver blocking vs. sensitivity (Fig. 2.4)

By themselves, neither the receiver blocking nor the receiver sensitivity requirements
is intringcdly difficult to meet: it is achieving both requirements simultaneoudy

within a low-power, low-cost handset that is the design challenge. The sensitivity

requirements trandate into system noise figures of about 10.2dB a 900 MHz and

1220dB a 1800MHz for atypicd GSM equaliser redisation. It is good practice to
design for anominal performance at least 4dB better than these figures to give ade-

quate production margin. The most challenging blocking requirement is the 3MHz

blocking figure which is aimost 80dB up on the wanted signal (74 dB for GSM 1800).

Trandated into voltages on chip, it is necessary to receive asigna at alevel of around

2V, without distortion, in the presence of a blocking signd of around 20mV. This
degree of linearity must be maintained by the receiver front end, i.e. the LNA, and

particularly the mixer, before the blocking signal amplitude can be reduced in the first

IF filter.

2.4 ARCHITECTURE CHOICES

The requirements highlighted in the previous section are reflected into various architec-
tural choicesin the design of the BRIGHT devices. On the transmitter, the key choice
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Figure 2.5 Offset phase locked loop transmitter.

is the use of an offset phase-locked loop. This approach has substantial benefits for
systems like GSM which employ constant envelope modulation.

As aresult of the strict phase and modulation accuracy requirements of GSM, it is
only really feasible to perform transmit carrier modulation in the digital domain. This
must then be converted into an anaogue signa and trandated to the required transmit
frequency. In a conventional approach, the frequency trandation is performed in one
or more up-conversion stages. One of the problems of trying to do this operation in a
single stage, when the mixer's local ostillator runs at the same frequency as the trans-
mitted signal, is that of cross-coupling between the modulated high-level transmitter
power output and the unmodulated low-level VCO. A solution to thisproblemisto use
multiple conversions, but each conversion stage introduces spurious conversion prod-
ucts which must be filtered out. A better approach is the one illustrated in Fig. 2.5. In
this scheme, the required signal modulation is impressed upon aVCO by means of a
phase locked loop. The modulated VCO output is mixed down to a suitable interme-
diate frequency and compared with the signa from the digitd modulator, which has
been up-converted to the same IF. The loop comparison frequency isnot critical and is
chosen to provide a suitable frequency plan. Channelisation is supported by stepping
the loca oscillator as normal.

The bandwidth of the loop has a significant effect upon overal transmitter perfor-
mance. The low-pass filter in the offset PLL must be chosen to optimise the following
parameters:

Manimum loop settling time (following frequency steps).
Geod phase tracking (to give minimum phase error).
Minimum in-band spurii (to meet modulation spectrum requirements).
Suyppression of wide-band modulator noise (to meet transmit noise in receive band
requirements).
Typicaly, aloop bandwidth of around 1 MHz is found to be optimum. Using abasic
offset PLL design of the form shown has clear benefits:

The VCO is inherently a constant-envelope device, hence no spurious amplitude
modulation occurs in the signal driving the PA, and therefore we find no spurious
PM generated in the PA through AM—PM conversion effects.
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= The noise floor of the VCO is sufficiently low so that it cah meet the receiver-band
noise-floor requirements without further filtering. The duplex filter can be replaced
by a simple low-pass harmonic filter and a transmit/receive switch, with consider-
able cost and space savings.

= Removing the duplex filter reduces the loss in the transmit path by around 1 dB.
Thisimplies up to 25% longer talk time for the handset.

= Removing the duplex filter removes a mgjor cause of ripple in the transmit band.
This alows the handset manufacturer to make use of the margin in the transmit
level specifications to operate the handset closer to the minimum level, thus giving
further battery life improvements.

In the receiver, the architectural choice is mainly about the number of conversion
stages and the frequency plan. A two-IF approach has been chosen for BRIGHT,
with a 225 MHz SAW filter defining the first IF. The use of a relatively high first
IF means that image frequencies and other spurious responses from the first mixer
cause no particular problems. The magjority of receiver gain occurs at the second IF
of 45MHz, and it is here also that the AGC is applied. This approach minimises
power consumption in the receiver. In our reference baseband solution (the Anaog
Devices GSM baseband chip sets), the channel filtering occurs digitally as part of the
analogue-to—digital converter—another example of system design choices. Thus,
at 45 MHz, only a relatively wide-band LC filter is required to provide protection
against blocking of subsequent stages. The architecture of the complete 900 MHz
BRIGHT device is shown in Fig. 26. The main UHF loca oscillator runs at 1150 to
1185 MHz and drives both the receiver first mixer and the transmitter offset mixer. By
ensuring that the receiver first IF and the transmitter offset loop comparison frequency
are spaced by the Tx/Rx duplex offset (i.e. 45 MHz) the pulling range of the first loca
oscillator is minimised to the operating bandwidth of 35 MHz.

The loop comparison frequency is chosen to be a multiple of 45 MHz (in this case
6 x 45MHz = 270MHz), to give a smple scheme for generating all other required
frequencies by on-chip division as shown.

Intermsof integration, all thetransmit and receive silicon functionality isintegrated
onto asingle device, but the PLL synthesiser functions for the two main oscillators are
on a separate device. This choice was based on an assessment of the risk factors in-
volved versus the benefits. There is virtually no differencein printed circuit board area
whether or not the synthesisers are integrated, yet there is a significant risk of noise in
the digital PLL synthesiser leaking into the analogue parts of the chip. Furthermore,
the PLL synthesisers are established parts.

The front-end low noise amplifier is dso not fully integrated within the BRIGHT
device. Initial studies identified that it would be very difficult to achieve the necessary
noise figure and blocking performance from an integrated amplifier. Instead it was
decided to integrate the bias function for the LNA, and to use an external transistor
as the amplifying device. The final die for the BRIGHT 900 MHz part is shown in
Fig. 2.7. Some key process and packaging parameters are summarised in Teb. 2.1.

When the first BRIGHT devices were designed, the main market interest was in
GSM900. However, support of other single-band standards, DCS 1800 and PCS 1900,
was do of interest and was a factor in the choice of architecture. As aresult, ahigh
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Figure 2.6 BRIGHT architecture.

Figure 2.7 BRIGHT chip die.

frequency variant BRIGHT-HF was developed with improved high frequency mixer
performance. Only towards the end of 1997 did it become apparent that dual-band
would become a mgjor market requirement, and with that came the further develop-
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Table 2.1 BRIGHT process parameters.

Parameter Value

Process Technology 0.6um BiCMOS
F 15GHz

by 15082

Supply voltage 27V

Package LQFP-48

ment of the BRIGHT2 device. The BRIGHT architecture is well suited to dual-band

operation, with only small adaptations. On the receive side, the only change is the
inclusion of a second mixer to support the second band: the first IF and subsequent
circuitry is shared between both bands. On the transmit side, the only change is the
inclusion of a different divide ratio for operation a 1800 MHz, giving an offset loop
comparison frequency of 135 MHz. For minimum VCO range, the difference between
transmit and receive IFs should equal the Tx/Rx duplex offset. In this case, for the
1800MHz operation, we have a 90MHz IF separation, compared to a 75 MHz du-

plex offset—thus giving around 20% excess pulling requirement over the theoretical

minimum.

All other aress of the architecture are essentially unchanged. For market reasons,
however, a digital AGC is included in BRIGHT2, compared to the analogue AGC
scheme used in the original BRIGHT. It is found that the digital AGC gives better
performance than the analogue AGC, because the on-chip DAC can be better matched
to the characteristics of the AGC amplifier.

25 RESULTS

25.1  Transmitter phase error

Fig. 2.9 plots the measured pesk phase error as a function of channel number in the
GSM band. The RMS phase error is very consistent at around 3°, peaking up tojust
under 4° in one place. The truly remarkable factor is the independence of the phase
error with transmit power level. This is testimony to the red benefits of the offset
phase locked loop approach, where some of the sources of phase error, which cause
major problems with other architectures, are completely removed by design. Similar

results have a so been reported to us for single-band GSM900 and DCS 1800 phonesin
production, based on the single-band BRIGHT variants. The peak phase error is aso

well within the specification of 20°. Comparable results are obtained at 1800MHz
(seeFig. 2.10).
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2.5.2  Transmitter modulation spectrum

Fig. 2.11 illustrates the typical modulation spectraachieved with the BRIGHT2 design
at 900 MHz. The spectrum falls comfortably within the specification mask. Similar
results are obtained at 1800MHz.
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253  Receive sensitivity

Fig. 2.12 shows the measured receive sensitivity in both bands plotted as a function
of channel number. For GSM900, the specification is =102 dBm, for GSM 1800, the
specification is—100dBm. A minimum margin of 4dB is achieved on these figures,
with 5-7 dB typical margin. This provides sufficient margin for production and tem-
perature tolerances.

The underlying sensitivity variation displayed in the graphs is due to ripple in
the front-end SAW filter. There are two well-known “deaf” channels in GSM900
receivers, channels 5 and 70, at the 72" and 73 harmonic of the GSM reference
frequency of 13 MHz. These are clearly visible in the figure. The other deaf channel
is thought to be due to alocal GSM base station transmitting on this channel in the
vicinity of the |aboratory.
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Figure 2.12 Receive sensitivity.

2.5.4 Blocking performance

Fig. 2.13 shows the blocking performance for BRIGHTZ2 in the 900 and 1800MHz
bands. The specification points are 2% BER and —23 dBm for GSM900, —26 dBm
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for GSM1800. Around 2-3 dB margin is thus achieved in each band. The blocking
performance of BRIGHT2 in the GSM900 band is further illustrated in Fig. 2.14. A
wanted signal is applied, 3 dB above the reference sensitivity level, and then the level
of blocking signal which causes the receiver BER to degrade to the nominal 2% levd,
is measured. The wanted signal is on channel 61, i.e. a 947.2MHz.

BER vs 3 MHz Blocking Level
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Figure 2.13 Receiver blocking performance.

The GSM requirements are as follows:
s —43dBm at £0.6 MHz, i.e. < 946.6 MHz & > 947.8 MHz
s —33dBm at £1.6 MHz, i.e. < 945.6MHz & > 948.8 MHz
s —23dBm at £3MHz,i.e. <944 2MHz & > 950.2 MHz

The most difficult requirement is the 3MHz blocker, and for this, a minimum of
15dB margin is demonstrated. Since these measurements were made, it was iden-
tified that the first mixer was not particularly well-matched (hence the ripple), and
subsequently better performance with more than 3 dB margin has been demonstrated.

26 FUTURE OPTIONS

Looking to the future, there are a number of possible options. Firstly, the levels of inte-
gration can be increased, for example by including on chip the VCOs or the baseband
interface. The challenge with putting VCOs on chip isto redise circuits of sufficiently
high Q to meet the phase noise requirements; aso low-loss varactors are not normally
redisable in aBiCMOS IC process. Nevertheless, there is much interest in this area.
Including the baseband interface within the RF chip is more straightforward in
principle. Whether this makes commercial sense is more questionable— integration
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Figure 2.14 Receiver swept blocking measurements.

does not help reduce the total humber of pins in the package very much, and the area
for a64-pin QFP is actually greater than for a48-pin QFP plus a 20-pin SSOP. Also,
because the baseband interface may be redised in smaller geometries than the RF
device, the total power consumption may be increased by integration.

A more fruitful line is perhaps to consider greater functionality. In this regard,
triple-band phones may be a market requirement soon, a requirement which may be
supported as a further extension of the BRIGHT architecture.

In conclusion, it is clear that radio design remains one of the most challenging and
exciting areas in thisindustry. Whatever happens in wireless communications over the
next decade, elegant design a both circuit and system level will continue to be amajor
factor in the success of products, as it has been to date with BRIGHT.
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3.1 RFISSUES

Before considering the details of implementation of an RF system on achip, it is worth
spending some time discussing the problems that any radio system must overcomeif to
achieve an acceptable performance. The important aspect to remember isthat the radio
system never operates in isolation. It is not sufficient to think only of the transmitter,
the link and the receiver, though many problemslie in thissimple chain alone. Itisaso
important to redise that the transmitter can interfere with other links, and a receiver
may be unduly sensitive to unwanted, but entirely legitimate, signals.

3.1.1 Receiver concerns

In any system, a band is defined in which the receiver may receive signas. The re-
ceiver must be able to reject signals outside the band without loss of performance.

These signals may be very large (e.g. TV transmissions) and quite capable of over-
loading a sensitive receiver. If the receiver is overloaded, amplifier compression will

reduce the receiver gain and hence the ahility to detect weak signas, or the non-lin-
earities in the receiver that are excited by the overload will alow unwanted signals
to intermodulate. This may result in a distortion product falling onto the wanted sig-

23
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nd and effectively masking it. It is therefore imperative that these signals are heavily
filtered before the input to the receiver.

The receiver must respond to any signal in the system band, however, it must aso
reject unwanted in-band signals without suffering from overload. Such unwanted sig-
nals may be significantly larger than the wanted; consider the situation when you are
trying to make acellular phone link to your service provider’s remote base-gtetion but,
unfortunately, you are physically adjacent to a second service provider’s base-station.
The system specification provides guidelines to the levels of signals which can exist.
Fig. 3.1 showsthe relative levels for signals in the DECT cordless phone system. In
this system, where communication channels are alocated to both time and frequency
dlots, the frequency channels are separated by 1.728 MHz. A weak signdl, (defined in
the DECT specification as —73 dBm) must be receivable in the presence of a signa
13 dB stronger in the neighbouring channel and 34 dB stronger in the next neighbour-
ing channel. To achieve this rejection of neighbouring interferers, a tunable filter is
required. In practice this is achieved by mixing the signa to afixed intermediate fre-
quency and then filtering. The specifications reflect the fact that it is more difficult
to filter the neighbouring channel than more distant ones. Until the signals can be
filtered, however, the radio must be designed so that the interferers do not create over-
load. Unlike out-of-band blocking signals, in-band interferers cannot be filtered prior
to the sensitive input of the receiver.

Signal
Power l.g?zx MI l?
34 dB
[
Frequency
= A
1 MHz

Figure 3.1 Adjacent channel interferers for DECT system.

The frequency trandation that is required in areceiver to move the radio frequency
input to the required intermediate frequency for filtering is achieved with a mixer. A
mixer effectively multiplies the RF input signa with a chosen loca oscillator (LO)
signal. Thus we can ideally represent the RF input by sin(w, ) and the local oscillator
by cos(wrt). Thus the output can be written as.

sinw,t - coswpt = 0.5(sin (@, + w )t + sin(w, —wp)t) .

From this we can see immediately that an unwanted output is produced at the sum
frequency, but thisis easily filtered because of the frequency difference. A more subtle
defect is that two input frequencies (e, + wir) can produce signals at the intermediate
frequency {wir). Thusthere are two frequencies we are sengtiveto, the wanted and the



INTEGRATION OF RF SYSTEMS ON A CHIP 25

image frequency. It istherefore essential that any signal present at the image frequency
is filtered out in front of the mixer.

In practice, to achieve efficient mixing, it is normd that the LO sgnd is dose to
asguare wave. Thus the LO signal will contain the third harmonic of the LO (about
9dB lower in signd amplitude) which is dso multiplied by the input signal. This
immediately means that signas at (3w %+ wir) Will dso appear a the output as an
intermediate-frequency signal. Other harmonics will behave similarly. Again input
signals at these frequencies must be removed prior to mixing.

Another defect of the LO signdl is that it suffers from phase noise (or jitter). This
means the LO is not a pure tone but a spectrum of signas centred on the desired
frequency. Thus the mixer will respond to signals close to the wanted signal with a
sensitivity falling off with the phase-noise spectrum. This problem is known as recip-
rocal mixing. Thus, to ensure that the receiver can reject neighbouring channels, it is
important to provide an LO signa with low phase noise. These issues are illustrated
inFig.3.2.
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Figure 3.2 Non-idealities in a mixer.

3.1.2  Transmitter concerns

The transmitter must efficiently produce enough output power to ensure that the sys-
tem has sufficient range whilst ensuring that power is not transmitted into neighbour-
ing channels. It isimportant to understand how power can be transmitted at unwanted
frequencies. Firgly, harmonics will be generated in an efficient power amplifier. These
can usually be filtered out before they reach the antenna, but it must be remembered
that any filter will dso attenuate the wanted output, hence reducing the overal effi-
ciency and increasing the current consumption from the battery. Non-linearity in the
power amplifier will spread the spectrum of the signal into neighbouring bands. This
behaviour is known as spectral regrowth. It is worse with modulation schemes that are
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not constant amplitude. Intermodulation is usually at its worst in the power amplifier
itself, but intermodulation throughout the transmitter must be considered.

Broadband noise in the transmitter either due to noise in analogue circuit eements
or due to quantisation noise if the signd is generated from a D-to-A converter must be
consdered. The latter, in particular, will require careful atention to band filtering to
ensure low spurious emissons. A low-phase-noise locd oscillator is dso required to
keep the noise emissions to acceptable levels.

In a mechanism similar to phase noise, spurious signals present on the loca oscil-
lator will aso give rise to spurious emissions on the output signal. Spurious signals
can aise from the frequency synthesis process or from unintentional couplings to the
VCO. On single-chip systems, the identification of these couplings can be particularly
difficult, but attention must be paid to Sngle-ended CMOS input signals which couple
strongly to the substrate and also to high-power outputs. An example of the former is
givenin [1]. These effects are illustrated in Fig. 3.3.
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Figure 3.3 Non-idealities in a transmitter.

3.2 RADIO ARCHITECTURES

With the issues discussed in the previous section, the advantages of different architec-
tures can be discussed both in terms of performance and suitability for integration.

3.2.1 Receiver architectures

The double-superheterodyne architecture (Fig. 3.4). This is probably the most
commonly employed architecture in current wireless systems. The out-of-band block-
ing signals are reduced by an RF bandpass filter placed immediately after the antenna.
The signd is then amplified by an LNA, which must have asufficiently low noiseto a-
low detection of weak signals but must aso have the dynamic range to handle in-band

interferers. The bandpass filter is usualy insufficient to reduce signals a the image
frequency to the system noise level, and 0 a second image filter is inserted prior to

mixing. To ensure that the image is sufficiently far away from the wanted signal to

alow effective filtering, arelatively high first intermediate frequency must be chosen

(for 1 to 2GHz RF systemsan | F of 200-200 MHz iscommon).
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Figure 3.4 The double-superheterodyne architecture.

The mixer must dtill handle the complete dynamic range of the in-band signal.
After the mixer, a SAW filter can be used to achieve the channel filtering. At these
frequencies the SAW filter is smal but usually has alarge in-band loss when complete
channel filtering is to be achieved. The output drive of the mixer must therefore boost
the signal level to allow for thisloss.

Once the interfering channels have been attenuated, the signa can be boosted to
a high levd (it can be limited if a constant-amplitude modulation scheme is used).
The signal is then reduced to baseband frequency for demodulation. It is of course
possible to split the channel filtering between the two intermediate frequencies. This
will require agreater dynamic range in the second mixer.

This architecture requires the synthesis of two loca oscillators, and their frequen-
cies must be chosen so that spurious responses from the radio are kept to a minimum.
This aspect of frequency planning, which will not be discussed in more detail here, is
awell-understood design process which requires considerable care and experience.

This design requires severa external filters and therefore does not lend itself to easy
integration as the pin count increases. Moreover, the filters are usually single ended—
though this is not essential—and hence achieving isolation between pins becomes an
issue. In particular, the channel filter will often need to provide 50dB of attenuation
at key frequencies, thus implying that greater isolation must be achieved between the
pins and with respect to signal ground if the filter response is not to be degraded. The
image filter can be diminated if an image-rgjecting mixer is used. This will prevent
the need to come off chip after the LNA and makes an LNA plus image-reject mixer a
useful integrated building block.

The direct-conversion architecture (Fig. 35). The direct-conversion receiver, be-
cause of its simplicity, appears to offer the best opportunity for integrated systems.
Some examples of its use in wireless systems do exist today, but it is not as simplein
practice.

Once again, an RF bandpass filter is placed at the input. The LNA's output is
passed into the mixer. The LNA must handle the same dynamic range as for the
superheterodyne architecture and it must have enough gain to lift weak signals above
the noise of the mixer. The mixer however, now converts directly to baseband. Thus
the signd is its own image, and channel filtering can now be carried out by low-pass
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Figure 3.5 The direct-conversion architecture.

baseband filters. Only one loca-oscillator frequency needs to be synthesised, and
frequency planning is straightforward.

To achieve a precise conversion to baseband, it is important that good quadrature
can be achieved at the local-oscillator frequency. Unlike the superheterodyne architec-
ture, this quadrature now needs to be achieved a the RF frequency, which poses some
problems that are generally soluble.

The mainissue is associated with DC signals which are generated by defects in the
mixer. These signals are implicitly in-band, it is therefore difficult, and sometimes im-
possible, to filter them from the wanted signd. It is necessary to keep them sufficiently
below the signa. Unfortunately, the amplification that can be gpplied to the signal be-
fore mixing is limited by the level of in-band interferers which must not overload the
mixer.

The DC offsets are caused by a collection of effects. Imbalance in the mixers will
lead to aDC output. Thisis generally a constant quantity and could be cancelled with
suitable circuitry. Any leskage of the locd oscillator to the input of the receiver will
result in aDC signal being generated. If this leakage is viaradiation coupling into the
antenna, then this may vary with the loca environment. Finally, non-linearities in the
mixer may cause signals to be generated a DC from other interferers. The latter mech-
anisms can be time varying, and any offset cancellation needs to be able to respond
to time variation. It is only when specid precautions are taken to cancel DC offsets
that direct-conversion architectures can be used. More details of the direct-conversion
issues are given in [2].

Digitisation at |F (Fig. 3.6). This architecture is till aresearch activity. After the
first mixer the full dynamic range of the in-band signals may il exist. This full range
needs to be captured by the A-to-D converter. A bandpass sigma-delta converter offers
potential for avery flexible system as it does not place high demands on the anti-alias
filter. With such a system, the final channel filtering can be made programmable in the
DSP filter to alow a single radio architecture to adapt itsdlf to a range of systems. At
present the complexity and power consumption in the A-to-D converters provide asg-
nificant chalenge. As an dternative to bandpass sigma-delta converters, sub-sampled
or pipeline converters may provide a viable aternative, but the dynamic range which



INTEGRATION OF RF SYSTEMS ON A CHIP 29

can be accommodated will be limited by the number of available bits and the linearity
of the converter. It should be noted that afirst IF of about 100 MHz will be reguired
to enable adequate image rejection to be obtained at the radio frequency.

B»'Z‘ <]zl

RF band Image Anti-alias AD DSP implemented
Filter Filter Filter converter  channel filter

LO1

Figure 3.6 Architecture for digitalisation at IF.

If avery-wide-bandwidth A-to-D converter can be used, this system dso offers the
potentia to capture dl the activity in the RF band from one receiver. There would be
no need to tune to individual channels; this could be done by tuning the digita filter.
This would enable radio base-stations to operate on many channels with one radio
unit. The number of simultaneous channels that can be received would be limited by
the number of DSP filters present.

3.2.2  Transmitter architectures

Direct up-conversion (Fig. 3.7). Direct up-conversion offers a very flexible means
of implementing a general modulation. The baseband | and Q signas contain the
phase and amplitude modulation information and can be generated digitaly. They are
converted to analogue signals using D-to-A converters. The major imperfections of
the D-to-A converters are quantisation noise and replications of the wanted signal at
multiples of the D-to-A clocking frequency. To prevent spurious emissions at unac-
ceptable levels, the signal must be band filtered. The filtering is most easily performed
while the signd is at baseband.

Harmonic

I> . '. Filter

Coupling to

VCO
Reconstruction 90 ‘
filter 0 —@ Oscillator

Figure 3.7 Direct up-conversion architecture.

Whilgt the Signds are at baseband, any non-linearities will cregte digtortion prod-
ucts which will fall in neighbouring channels. It is therefore important that these stages
are highly linear as it will be impossible to filter such products once they have been
converted to RF.
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To convert the signa to RF, a quadrature up-mix is required. The quality of the
quadrature will determine the accuracy of the modulation. Any DC offsets will appear
as aleskage of the local ostillator through to the output. Once there it will appear as
amodulation error. These up-mixer defects must be kept small (about —40dBc) in
order to obtain a high-integrity communication link. Integration and highly balanced
circuitry offer this possibility.

The VCO will be very sengtive to pulling from the output signal as it is operating
in the centre of the output band. Whether this architecture is implemented in an inte-
grated or a discrete form, unwanted coupling which causes pulling of the VCO will
require careful consideration. In integrated form, however, evauation of the interac-
tion between on-chip components is poorly developed. The design uncertainties in
this architecture need to be balanced carefully againgt its undoubted smplicity when
considering integration.

Offset up-conversion (Fig. 3.8). In this architecture, the first up-mix is the quadra-
ture mix and it is to a low first IF. The lower local-oscillator frequency means that a

good quadrature local oscillator is more easily built and local oscillator feed-throughiis
less of anissue. Asfor the direct-conversion architecture, quantisation noise and repli-
cations of the sgnal must be filtered out, though with this architecture the harmonic

filter can share this task. The harmonic filter dso has thejob of removing al the un-
wanted mixer products from the first mix to ensure they do not appear as unwanted

emissions a the output.
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Figure 3.8 Offset up-conversion architecture.

The second mixer needs to be a good single-sideband mixer, as the unwanted side-
band will be offset from the wanted RF signa by twice the first intermediate frequency
and will cause a significant interference problem if not well suppressed. The fina
mixer can use aquadrature structure to suppress the unwanted sdeband, but even with
balanced on-chip components some degree of filtering will be required to keep the
unwanted image emission low. To achievethis, the unwanted sideband must lie signif-
icantly outside the system band, and this will determine the lowest practical limit for
the first intermediate frequency.

The sdlection of the first and second intermediate frequencies must ensure that un-
wanted mixer products never result in unacceptably high emissions; this problem is
very smilar to that of ensuring lack of spurious responses in the double-superhetero-
dyne receiver. It does however enable an architecture to be designed where the VCOs
are operating well away from the power output frequency and are not susceptible to
pulling. The need for external filtering will make integration of this type of architec-
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ture more difficult, but if an external PA is used anyway, this congtraint is not severe.
The double up-mixer with external harmonic filter is a very useful integrated block.

L oop-locked and modulated VCO (Fig. 3.9). In this architecture the concept is to
reduce the need for signal-path filtering by generating a pure modulated signa from
aVCO. With this concept, snce the modulation is effectively applied to the VCO in-
put, amplitude modulation of the signal is not possible. However for phase/frequency
modulation schemes thisis an attractive option.

Reference

Oscillator Harmonic

Filter

Reconstruction

F ffset
filter req Offse

and/or division

Figure 3.9 Loop-locked and modulated VCO architecture.

To ensure that the modulation is precisely controlled about a desired centre fre-
guency, the modulation is applied in afeedback loop. The aim of the loop is to ensure
that phase modul ation sampled at the VCO output is in exact anti-phase with the phase
at the | and Q baseband inputs. This will then result in a constant-phase signd at the
phase detector. Using the high-gain phase detector output to drive the VCO, the result-
ing loop ensures that this condition is closely maintained. The spurii that can enter the
VCO are limited by the bandwidth of the lowpass loop filter, enabling smple control
of spurious signals. Because the signal at the PA is very pure, this simplifies the fil-
tering after the PA too. Here, only PA generated harmonics need be removed, which
requires a lower-loss output filter and hence improved power efficiency.

The absolute frequency is determined by the reference oscillator and the frequency
offset/division block. These need to be carefully planned. Offsetting the frequency
requires down-mixing, and it is important to filter unwanted products, as for the su-
perheterodyne receiver. The frequency planning will however ensure that the VCOs
should not be susceptible to pulling, and the main VCO is not susceptible asit is phase
coherent with the PA. It is not clear, however, whether for a given frequency require-
ment, this architecture can produce a design with low-frequency externa filter which
iseadly integrable.

3.2.3 Architectures overview

The architectures under consideration are till very similar to those used in radios
built from discrete components. SAW filters dtill play a significant role as they pro-
vide good filter characteristics with a very wide dynamic range whilst consuming no

power themselves (though we should not overlook the power required to compensate
for their loss). Architectures which depend on many SAW filters place limits on the
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integrability due to the need to get signals on and off chip, whilst maintaining good
signa and ground isolation.

SAWSs are dso fixed-performance devices, thus if the radio is required to operate
across systems, severd filter devices which can be switched into the path will be re-
quired. Architectures which will alow the programming of the filters will be very
attractive in the future for such multi-mode systems. Architectures where the signal is
digitised with a wide dynamic range and is filtered and demodulated using the power
and low cogt of data processing implemented in a small-dimension CMOS process
look attractive for this purpose. However, sufficiently high performance and suffi-
ciently low power consumption has not been achieved in the analogue to digital con-
version.

Implementation in integrated form offers significant advantages for matched and
balanced circuitry. Thus architectures which explait this, for example image-rejecting
mixer based circuits, will evolve as prime candidates for integrated radios. However,
inany integrated radio, we need to be able to guarantee i solation between the sections.
Currently, isolation is achieved by PCB and screened-compartment design. The move
to integration will require that isolation is achieved on chip. At present, design skills
in this area are low. The choice of architecture to minimise isolation requirements,
and the development of techniques to caculate the isolation across the chip are going
to be key factors, if the level of integration of radios is to increase.

3.3 SOME DESIGN ISSUES

In this section, some of the design issues for integrating radio circuitry in silicon tech-
nology are introduced.

3.3.1 Power supply and ground coupling

The essentia problem hereis that RF currents flowing in the power-supply and ground
leads can drop significant potentials across track and bond inductances. Moreover, ca-
pacitances can resonate with the bond/track inductances causing the impedance seen

by the circuitry to become high at certain frequencies. These frequencies must be sep-
arated from key circuit frequencies. Supply return currents may cause potentials to be

dropped on signal grounds. This can give rise to feedback to the input, poor isolation
and even ingtability. Fig. 3.10 shows the situation for power supply decoupling.
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Figure 3.10 Power supply decoupling.
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In this circuit, some on-chip capacitance has been added to decouple the power
supply. If we assume the power supply is perfectly decoupled close to the chip,
then the bond inductance—modified by any mutual coupling between the supply and
ground lines—will resonate with the internal decoupling capacitance. If the on-chip
circuitry takes a significant current at this resonant frequency (represented by the cur-
rent source) then a large power supply ripple will occur. This ripple is limited by the
loss in the circuitry itself and the loss in the decoupling capacitors. Simulation can
be used to estimate the magnitude of this ripple and aso to decide on the values of
the capacitance to use (to put the resonance in an innocuous range) and how much
damping to provide if the circuit does not provide sufficient loss.

As genera design principles.

s Separate power supplies for blocks which require isolation.

= Keep ground and power supply pins close to exploit mutual inductance.

s Add on-chip decoupling, choose resonance away from circuit frequencies.
= Damp resonance if circuit does not provide sufficient loss.

s Try and separate signd grounds and ground power returns if possible.

3.3.2 Substrate coupling

Asagenerd rule, as interconnection and circuitry scales down, cross-talk capacitance
decreases. This occurs because the length of interconnect required decreases as the
circuit compacts with scaling, whilst the crosstalk capacitance per unit length varies
relatively little. This implies that to make higher speed circuitry, al dimensions will
need to be reduced, and integration is anatural route forward.

However, with integration, there is dso the possibility that signals will couple
through the substrate. With silicon technology, where the substrate is conducting,
it is possible for the signal to be conducted through the substrate. Fig. 3.11 illustrates
this.
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Figure 3.11 Coupling through the substrate.

Devices sitting in the top few microns of the silicon can inject charge capacitively
into the substrate. Even on a silicon-on-insulator (SOI) technology this will happen,
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but a good SOI technology will have alow coupling capacitance. The major coupling
will be to nearby devices or locd contacts. Some of the charge will be injected more
deeply and couple to distant circuit elements. This will be a source of interference.
Findly, some charge will return viathe rear die plate. The die plate potentia will vary
in response to the charge and the return path impedance (which will include capacitive
coupling to other parts of the circuit and the impedance to ground of the die plate).
If the die plate does not have alow ground impedance then it can couple the injected
signal effectively across the whole chip.

These effects are being studied now. Means of simulation are being developed (for
example, see [3]). As agenerd rule, balanced signals will always help injection, and
local grounded substrate contacts are beneficial.

3.3.3 On-chlp oscillators

Oxscillators on chip always need careful consideration. Although the maintaining am-
plifier can be easily accommodated on chip, there is an advantage to keeping the whole

oscillator on chip. This however requires an on-chip resonator. The phase-noise per-
formance is directly dependent on the resonator’s quality factor. Spira inductors can

be manufactured on chip, but their quality factor is limited by the resistance of the
metal used to wind the inductor (losses in the substrate are usually a smaller effect).

Measurements of the phase noise achieved using a 2 um-thick Al/Si/Cu metallisation

show that whilst the phase noise required for DECT is attainable, the requirements of

a system with much narrower bands such as GSM is rather too demanding.

The second issue to be considered with on-chip oscillators is pulling. The oscil-
lator can be considered as a highly shaped and amplified noise source. Essentialy,
at the resonant frequency, the feedback circuit provides just enough gain to amplify
the natural circuit noise to the level required, so this gain is controlled by the limiting
mechanism. Away from the natural resonant frequency, the loop gain falls away; the
higher the Q the more rapidly the gain falls off. This leads to two defect mechanisms:
if alarge signa close to resonance couples into the resonator, it will get amplified
until it causes the limiter to reduce the gain. The noise content at the output will fall
away, and the oscillator will have locked to the interferer. If an interferer is coupled
in at a much lower level, then it will not trigger the limiting action; the shaped noise
will still exist, but the spurious tone will interact with the oscillations and modulate
the frequency. A side-tone will appear at the interferer frequency and a second one on
the other side of the main tone—characteristic of FM modulation. Now the sensitivity
to such an interferer depends on how close to the main tone the interferer is. If it is
at the resonant frequency itself, the coupling only needs to be at circuit noise levels,
the level required increases as the coupling tone is offset in frequency. The higher the
resonator’s Q the higher the level of the interfering signa that can be tolerated. Since
very small signals may pull an oscillator, the choice of architecture is critical. The
aim, if an on-chip oscillator is to be included, will always be to ensure that spurious
signals which could pull or lock the VCO are not present.
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Abstract: Research into the potentials of CMOS technologies for RF applications
has been growing enormoudly inthe past few years. The trend towards deep sub-micron
technologies alows operation frequencies of CMOS circuits above 1 GHz, which opens
the way to integrated CMOS RF circuits. Severa research groups have developed high
performance down-converters, low phase noise voltage-controlled oscillators and dual -
modulus pre-scders in standard CMOS technologies. Research has already resulted

in fully integrated receivers and VCO circuits with no external components, neither
tuning nor trimming. Further research on low noise amplifiers, up-converters and syn-

thesisers has recently resulted in fully integrated CMOS RF transceivers for DCS-1800
applications.
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4.1 INTRODUCTION

A few years ago, the world of wireless communications and its applications started
to grow rapidly. The driving force for this was the introduction of digital coding
and digital signal processing in wireless communications. This digital revolution is
driven by the development of high performance, low cost CMOS technologies which
alow the integration of an enormous number of digital functions on asingle die. This

in turn alows the use of sophisticated modulation schemes, complex demodulation
algorithms and high-quality error detection and correction systems, resulting in high-
performance, losdess digital communication channels, Low cost and a low power
consumption are the driving forces, and they make the analog front-end the bottle
neck in future RF designs. Both low cost and low power are closely linked to the trend
towards full integration. An ever higher level of integration renders significant space,
cost and power reductions. Many different techniques to obtain a higher degree of

integration for receivers, transmitters and synthesisers have been presented over the
past years [1-3].

Pardlel to the trend to further integration, there is the trend to the integration of
RF circuitry in CMOS technologies. The mainstream use of CMOS technologies is
the integration of digital circuitry. If possible, using CMOS technologies to integrate
high-performance analog circuits has many benefits. The technology is cheap if used
without any specia adaptationstowards anadog design. Plain CMOS hasthe additional
advantage that the performance gap between devices in BICMOS, nMOS devices in
deep sub-micron CMOS, and even NMOS devices in the same BiICMOS process is
becoming smaller and smaller due to the much higher investments into the develop-
ment of CMOS rather than bipolar technologies. Nowadays, NMOS devices have
even higher transition frequencies (£) than NPN devices.

Although some research has been done in the past on the design of RF circuits
in CMOS technologies [4], close attention has been given to it only in the past few
years [5]. Today, severd research groups a universities and in industry are researching
this topic [2,3,6,7]. Since bipolar devices are inherently better than CMOS devices,
RF CMOS is seen by some people as apossibility for only low performance systems
with reduced specifications (like 1ISM) [8]. Some say that the CMOS processes need
adaptations, like substrate etching under inductors. Others feel, however, that the
benefits of RF CMOS can be much larger, and that it will be possible to use plain
deep sub-micron CMOS for the full integration of transceivers for high performance
applications like GSM, DECT and DCS 1800 [2,3].

In this chapter, some trends, limitations and problems in technologies for high fre-
quency design are analysed. Second, the down-converter topologies and implemen-
tation problems are reviewed. Third, the design and trends towards fully integrated
low phase-noise PLL circuits are discussed.  Findly, the design of fully integrated
up-convertersis addressed.

4.2 TECHNOLOGY

Due to the never ending progress in technology down-scaling and the requirement
to achieve a higher degree of integration for DSP circuits, sub-micron technologies
are nowadays considered standard CMOS technologies. The trend is even towards
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deep sub-microntechnologies, eg. transstor lengthsof 0.1 um andbdow. Transgtors
whose: f; isnear 100GHz haverecently beenbuiltin0.1 pm technologies[9,10].
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Figure 4.1 Comeparison of f; () and fi.x (O).

However, the speed increase of degp sub-micron technologiesis reduced by the par-
asitic capacitance of the transistor, meaning the gate-drain overlap capacitances and
drain-bulk junction capacitances. This can clearly be seen in Fig. 4.1 in the compar-
ison for different technologies of the f; and the fmax, defined as the 3dB point of a
diode-connected transistor [11]. The fmax iS more important, because it reflects the
sead limitation of a transistor in a practica configuration. As can be seen, the f;
rapidly increases, but for red circuit designs (fmax) the speed improvement is only
moderate.

Finaly, recent integrations of CMOS RF circuits [5] have made it clear that the
limiting factor will not be the technology, but the packaging. Since the RF signals
have to come off the chip sooner or later, and Snce the RF antenna signa has to get
into the chip, any parasitic PCB, packaging or bond-wire capacitance in combination
with the ESD protection network and packaging pin capacitances will strongly affect
and degrade the RF signdl.

4.3 FULLY INTEGRATED CMOS DOWN-CONVERTERS

The heterodyne or IF receiver is the best known and most frequently used receiver
topology. In the IF receiver, the wanted signa is down-converted to areatively high
intermediate frequency. A high-quality passive bandpass filter is used to prevent a
mirror signd to be folded upon the wanted sgnd on the IF frequency. Very high
performance can be achieved with the IF receiver topology, especialy when severd |F
stages are used. The main problem of the IF receiver is the poor degree of integration
that can be achieved because every stage requires going off-chip and using a discrete
bandpass filter. Thisisboth costly (the cost of the discrete filters and the high pin-count
of the receiver chip) and power consuming (often the discrete filters have to be driven
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by a 50 signal source). Moreover, in CMOS RF circuit design input and output is
becoming a serious problem aready in the lower GHz frequency range.

The homodyne or zero-IF receiver has been introduced as an dternative for the IF
receiver. It can achieve a much higher degree of integration. The zero-IF receiver
uses adirect, quadrature down-conversion of the wanted signal to the baseband. The
wanted signa is its own mirror signa, and sufficient mirror signal suppression can
therefore be achieved even with a limited quadrature accuracy. Theoreticaly, there
is thus no discrete high-frequency bandpass filter required in the zero-IF receiver, d-
lowing the redlisation of a fully integrated receiver, especidly if the down-conversion
is performed in a single stage (e.g. directly from 900 MHz to the baseband) [6]. The
problem of the zero-IF receiver is its poor performance compared to | F-receivers. The
zero-IF receiver isintrinsically very sensitive to parasitic baseband signals like DC-
offset voltages and crosstalk products caused by RF and LO self-mixing. These draw-
backs have kept the zero-1F receiver from being used on alarge scae in new wireless
applications. The use of the zero-IF receiver has therefore been limited to low-perfor-
mance applications like pagers and 1SM, in which the coding can be scrambled so that
a high-pass filter can be inserted to avoid the DC offset problems. Another application
is the use as a second stage in a combined |F/zero-IF receiver topology [12,13]. It
has, however, been shown that with the use of dynamic non-linear DC-correction ago-
rithms implemented in the DSP, the zero-IF topology can be used for high performance
applications like GSM and DECT [1,14].

In recent years, new receiver topologies like the low-1F receiver [2,15] were in-
troduced for use in high-performance applications. The low-IF receiver performs a
down-converson from the antenna frequency directly down to, as the name aready
indicates, alow IF (i.e. in the range of afew 100kHz) [2]. Down-conversion is done
in quadrature and the mirror signal suppression is performed a low frequency, af-
ter down-conversion, in the DSP. The low-IF receiver is thus closely related with the
zero-IF receiver. It can be fully integrated (it does not require an HF mirror signal
suppression filter) and uses single stage direct down-conversion. The difference is that
the low-1F receiver does not use baseband operation, resulting in atotal immunity to
parasitic baseband signals, resolving in this way the main disadvantage of the zero-IF
receiver. The drawback is that the mirror signd is different from the wanted signal
in the low-IF receiver topology, but by carefully choosing the IF frequency, an adja-
cent channel with low signal levels can be sdected for which the typica mirror signa
suppression (i.e. a 3° phase accuracy) is sufficient.

Fig. 4.2 shows the block diagram of afully integrated quadrature down-converter
redisedina0.7 um CMOSprocess[2]. Theproposed down-converter doesnot require
any external components, nor does it require any tuning or trimming. It uses a newly
developed double-quadrature structure having a very high quadrature accuracy (less
than 0.3° in a very large passband). The topology used for the down-converter is
based on NMOS transistors in the linear region [2,5]. In combination with capacitors
on virtual ground, only alow-frequency opamp isrequired. Using the MOS transistors
in the linear region resultsin very high linearity for both the RF and the LO input. This
is reflected in avery high third order intercept point (1P3) for the mixers, which is over
+45 dBm. The advantages of such ahigh linearity on both inputs are that the mixer can
handle avery high third order intermodulation-free dynamic range IMFDRS, resulting
in no need for any kind of HF filtering.
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Figure 4.2 A double-quadrature down-conversion mixer.

4.4 THE SYNTHESISER

The local oscillator is responsible for the correct frequency selection in the up- and
down-converters. Since the frequency spectrum in modern wireless communication
systems must be used as efficiently as possble, channels are placed together very
cdosdy. The signd level of the desired receive channel can be very smdl, whereas
adjacent channels can have very large power levels. Therefore the phase noise specifi-
cationsfor the LO sgnd are very hard to mest.

Meanwhile, mobile communication means low power consumption, low cost and
low weight. This implies that a completely integrated synthesiser is desirable, where
“integrated” means a standard CMOS technology without any external components or
processing steps. Usually, the LO is redised as a phase-locked loop. The very hard
specs are reflected in the design of the Voltage-Controlled Oscillator (VCO) and the
Dual-Modulus Pre-scaler (DMP).

The phase noise of aVCO (L{Aw}) is one of the most important specifications
for telecommunication applications. If there is sSdeband phase noise & an offset Aw
equal to the channel spacing of the system, the down-converter will superimpose the
adjacent channel onto the signal in the receive channel. As a result, this will reduce
the signd to noiseratio (SNR) of the wanted signal.

For the redlisation of a gigahertz VCO in a sub-micron CMOS technology, two
options exist: ring oscillators or oscillators based on the resonance frequency of an
LC-tank. The inductor in this LC-tank can be implemented as an active inductor or a
passive one. It has been shown that for ring oscillators as well as active L C-oscillators,



42 CIRCUITS AND SYSTEMS FOR WIRELESS COMMUNICATIONS

the phase noise is inversely related to the power consumption [16].

Ring oscillator [10:  L{Aw} ~kT R(i)2 with gy, =
' Aw &n =R
. kT 7 w \2 .
Active LC[T::  L{Aw)~5— (ZE) with g =20C  (4.1)
Therefore, the only viable way to obtain alow-power, low-phase-noise VCO is an
L C-oscillator with apassive inductor. In this case, the phase noise changes proportion-
aly with the power consumption:

2
Passive-LC [7]:  L{Aw} ~kT-R (A%)) with g = R - (@C)? 4.2)

As could be expected, the limitation in this oscillator is the integrated passive induc-
tor. Equation (4.2) shows that for low phase noise, the resistance R (i.e. the equivalent
series resistance in the LC-loop) must be as small as possible. Since the resistance R
will be dominated by the contribution of the inductor’s series resistance, the inducta
designiscritical. Three solutions exist:

1 Spird inductors on a silicon substrate usually suffer from high losses in this sub-
strate, which limit the obtainable Q-factor. Recently, techniques have been de-
veloped to etch this substrate away underneath the spiral coil in a post-processing
step [17]. However, sincethis requires an extraetching step after normal processing
of the ICs, this technique is not alowed for mass production.

Figure 4.3 A 0.4 um CMOS up-converter.

2. For extremely low phase-noise requirements, the concept of bondwireinductors has
been investigated. Since a bondwire has a parasitic inductance of approximately
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1 nH/mm and a very low series resistance, very-high-Q inductors can be created.
Bondwires are always available in IC technology and can therefore be regarded
as being standard CMOS components. Two inductors, formed by four bondwires,
can be combined in an enhanced LC-tank to allow a noise/power trade-off [16]. A
micro-photograph of the VCO is shown in Fig. 4.3 [18]. The measured phase noise
is as low as —115dBc/Hz at an offset frequency of 200kHz from the 1.8-GHz
carrier. The power consumption isonly 8mA at 3V supply. Although chip-to-chip
bonds are used in mass commercia products, they are not characterised on yield
performance for mass production. Therefore, the industry is reluctant to accept this
solution.

3. The mogt degant solution is the use of aspird coil on a standard silicon substrate
without any modifications. Bipolar implementations do not suffer from substrate
losses, because they usually have a high-ohmic substrate [19]. Most sub-micron
CMOS technologies use ahighly doped substrate and have therefore large induced
currents in the substrate which are responsible for the high losses [20]. The ef-
fects present in these low-ohmic substrates can be investigated with finite-element
smulations. This analyss leads to an optimised coil design, which is used in the
spiral-inductor LC-oscillator shown in Fig 4.4. Only two metal layers are available,
and the substrate is highly doped. With a power consumption as low as 6 mW, a
phase noise of — 116dBc/Hz a 600kHz offset from the 1.8-GHz carrier was ob-
tained [21].

45 RF CMOS UP-CONVERTERS

Until now, mainly CMOS down-conversion mixers have been reported in the open lit-
erature. It is only recently that CMOS converters are presented and results are demon-
strated [22]. In classical bipolar transceiver implementations, the up- and down-con-
verter mixerstypically use the samefour-quadrant topology. There are, however, some
fundamental differences between up- and down-converters, which can be exploited to
derive optimal dedicated mixer topologies. In a down-conversion topology, the two
input signals are a a high frequency (e.g. 900 MHz for GSM systems) and the output
signal is alow-frequency signal of at most afew MHz for low-IF or zero-IF receiver
systems. This extra degree of freedom has been used in the design of avery successful
down-converter-only CMOS mixer topology [5)].

For up-converson mixers, the situation is totaly different. The high-frequency lo-
cal oscillator (LO) and the low-frequency baseband (BB) input signal are multiplied to
form ahigh-frequency output signal. All further signal processing has to be performed
at high frequencies, which is very difficult and power consuming when using current
sub-micron CMOS technologies. Furthermore, adl unwanted signals like the intermod-
ulation products and LO leakage have to be limited to alevel below e.g. —30dB of the
signd levdl.

Many published CMOS mixer topologies are based on the traditional variable-
transconductance multiplier with cross-coupled differential modulator stages. Since
the operation of the classical bipolar cross-coupled differential modulator stages is
based on the tranglinear behaviour of the bipolar transistor, the MOS counterpart can
only be effectively used in the modulator or switching mode. Large LO signals have
to be used to drive the gates, resulting in a huge LO feed-through. This is aproblem
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Figure 4.4 Micro-photograph of the hollow-spiral VCO.

of CMOS down-converters as well; eg. in [23] the output signal level is —23dBm
with a LO feed-through signal of —30dBm, which represents a suppression of only
7dB. This gives rise to very severe problemsin direct up-conversion topologies. The
problems above can be overcome in CMOS by linearly modulating the current of a
MOS mixing transistor biased in its linear region. For a gate voltage of V) + vin,,a
drain voltage of V2 + vis, /2 and a source voltage of Va2 — win, /2, the current through
the transistors is given by:

ips = B (Vin; " Vi) + B- (Vi — V1 — V) - vy, “4.3)

When the LO signdl is connected to the gate, and the baseband signd to vip,, the
current contains frequency components around the LO due to the first term, and com-
ponents of the baseband signal due to the second term in equation (4.3), respectively.
Based on thisprinciple, a 1 GHz up-converter has been presented in a standard CMOS
technology [22] (see Fig. 4.3).

All unwanted measured signals are below —30dBc. For example, the mixer of [12]
is implemented in a0.7 um CMOS technology which achievesan fmax of only 6 GHz
for a gate over-drive of 1V or agnv | ratio of only 2. Typica bipolar technologies
used for the implementation of 900 MHz fully integrated transceivers have cut-off
frequencies of over 20GHz [12]. Due to the low g/ | of present sub-micron tech-
nologies suitable for high frequency operation, the power consumption of CMOS pre-
amplifiers will be up to 20 times higher than of bipolar ones. However, thanks to the
rapid down-scaling of CMOS technologies, the present CMOS building block redliza-
tions show that full CMOS transmitters with an acceptable power consumption are
feasible in very deep sub-micron CMOS, but some considerable research has il to
be performed.
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4.6 FULLY INTEGRATED CMOS TRANSCEIVERS

Combining al the techniques described above has recently resulted in the devel opment

of single-chip CMOS transceiver circuits [24]. In Fig. 4.5, a micro-photograph of the
025 um CMOS transceiver is presented. The chip does not require asingle external
component, nor does it require any tuning or trimming. The objective of this designis

to develop acomplete system for wireless communications a 1.8 GHz that can be built

with aminimum of surrounding components. only an antenna, aduplexer, apower am-
plifier and abassband signd processing chip are needed. The high leve of integration

is achieved by using alow-IF topology for reception, a direct quadrature up-conver-
sion topology for transmission, and an oscillator with on-chip integrated inductor. The
presented chip has been designed for the DCS-1800 system, but the broadband nature
of the LNA, the down-converter, the up-converter and the output amplifier makes the

presented techniques equally suitable for use at other frequencies, e.g. for use in a
DCS-1900 or aDECT system. The presented circuit consumes 240 mW froma 2.5V

supply and occupies adie areaof 8.6mm?.

R,

Y L‘l; =

Figure 4.5 A 0.25pm CMOS transceiver.

4.7 CONCLUSIONS

The trend towards deep sub-micron technologies has resulted in the exploration of
the possible use of CMOS technologies for the design of RF circuits by severd re-
search groups. Especially the development of new receiver topologies, such as low-1F
topologies, in combination with highly linear down-converters, has opened the way to
fully integrated down-converters with no external filters or components. The trends
towards deep sub-micron technologies will dlow to achieve those gods as long as the
short-channel effects will not limit the performance concerning linearity and intermod-
ulation problems.

Fully integrated CMOS VCO circuits having high performance, low phase noise
and low power drain were shown in this paper. In afirst step, the use of post processing
techniques has enabled the use of standard CMOS technologies, using bondwires as
inductors.

Today, low phase noise performance can be achieved with optimised integrated
spiral inductors in standard CMOS technologies even without any post-processing,
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tuning, trimming or external components. This opens the way towards fully integrated
receiver circuits.

Recently, CMOS up-converters with moderate output power were presented in the
open literature. Again, thanks to the trends towards deep sub-micron, this opens the
way towards fully integrated transceiver circuits in standard CMOS technologies.

References

[1] J. Sevenhans, A. Vanwelsenaers, J. Weninand J. Baro. “An integrated Si bipolar
transceiver for a zero IF 900 MHz GSM digital mobile radio front-end of a hand
portable phone,” Proc. CICC, pp. 7.7.1-7.7.4, May 1991.

[2] J. Crols and M. Steyaert. “A Single-Chip 900 MHz CMOS Receiver Front-end
with aHigh Performance Low-IF Topology,” IEEE J. of Solid-Sate Circuits, vol.
30, no. 12, pp. 1483-1492, Dec. 1995.

[3] P.R. Gray and R. G. Meyer. “Future Directions in Silicon ICs for RF Personal
Communications,” Proc. CICC, May 1995

[4] Bang-Sup Song. “CMOS RF Circuits for Data Communications Applications,”
|EEE JSSC, SC-21, no.2, pp. 310-317, April 1986.

[5 J. Crols and M. Steyaert. “A 15GHz Highly Linear CMOS Downconversion
Mixer,” 1EEE JSSC, SC-30, no.7, pp. 736-742, July 1995.

[6] D. Rabaey and J. Sevenhans. “The challenges for analog circuit design in Mobile
Radio VLSI Chips,” Proc. of the AACD workshop, vol. 2, pp. 225-236, Leuven,
March 1993.

[7] F. Brianti etal. “High integration CMOS RF Transceivers,” Proc. of the AACD
workshop, Lausanne, April 1996.

[8] C. H. Hull, R. R. Chu and J. L. Tham. “A Direct-Conversion Receiver for
900MHz (ISM Band) Spread-Spectrum Digital Cordless Telephone,” Proc.
ISSCC, pp. 344-345, San Francisco, Feb. 199%.

[99 R. Yenetal. “High performance 0.1 micron room temperature S mosfets,”
Digest oftechnical papers, 1992 Symposium on VLS technology, 2—4 June 1992.

[10] J. Chenetal. “A high speed SOI technology with 12 ps/18 ps gate delay operation
at 15V,” Proceedings ofIEEE International Electron Devices Meeting, SF, CA,
13-16 Dec. 1992.

[11] M. Steyaert and W. Sansen. “Opamp Design towards Maximum Gain-Band-
width,” Proc. ofthe AACD workshop, pp. 63-85, Ddlft, March 1993.

[12] T. Stetzler, . Pogt, J. Havens and M. Koyama. “A 2.7V to 45V Single-Chip
GSM Transceiver RF Integrated Circuit,” Proc. 1SSCC, pp. 150-151, San Fran-
cisco, Feb. 1995.

[13] C. Marshdl etal. “A 2.7V GSM Transceiver ICs with On-Chip Filtering,” Proc.
ISSCC, pp. 148-149, Feb. 1995.

[14] J. Sevenhans et al. “An Analog Radio front-end Chip Set for a 19 GHz Mo-
bile Radio Telephone Application,” Proc. ISSCC, pp. 44-45, San Francisco,
Feb. 1994.



[19]

[16]

[17]

[18]

[19

[20]

[21]
(2]
[23]

[24]

TOWARDS THE FULL INTEGRATION OF WIRELESS FRONT-END CIRCUITS 47

M. Steyaert et al. “ RF CMOS Design, Some untold pitfalls’ Proc. of the AACD
workshop, Lausanne, April 199%.

J. Craninckx and M. Steyaert. “Low-Noise Voltage Controlled Oscillators Using
Enhanced LC-tanks,” |EEE Trans. on Circuits and Systems - 1l: Analog and
Digital Sgnal Processing, vol. 42, no. 12, pp. 794-804, Dec. 1995.

A. Rofourgan, J. Ragl, M. Rofourgan, and A. Abidi. “A 900-MHz CMOS LC-
Oscillator with Quadrature Outputs,” Proc. ISSCC, pp. 392-393, Feb. 19%.

J. Craninckx and M. Steyaert. “A 1.8-GHz Low-Phase-Noise Voltage-Controlled
Oscillator with Prescder,” |EEE Journal of Solid-Sate Circuits, vol. 30, no. 12,
pp. 1474-1482, Dec. 1995.

N. M. Nguyenand R. G. Meyer. “A 1.8-GHz Monoithic LC Voltage- Controlled
Oscillator,” 1EEE Journal of Solid-Sate Circuits, vol. 27, no. 3, pp. 444-450,
March 1992,

J. Crals, P. Kinget, J. Craninckx and M. Steyaert. “An Analytical Moddl of Planar
Inductors on Lowly Doped Silicon Substrates for High Frequency Analog Design
up to 3 GHz,” Proc. VLS Circuits Symposium, June 199%.

J. Craninckx and M. Steyaert. “A 1.8-GHz Low-Phase-Noise Spirad-LC CMOS
VCO,” Proc. VLS Symposium, June 199.

M. Borremans and M. Steyaert. “A 2V, Low Distortion, 1 GHz CMOS Upcon-
version Mixer,” Proc. CICC, session 24.3, pp. 517-520, May 1997.

A. N. Karanicolas. “A 2.7V 900MHz CMOS LNA and Mixer,” Proc. ISSCC,
pp. 50-51, San Francisco, Feb. 1996.

M. Steyaert et al. “A Single Chip CMOS Transceiver for DCS 1800 Wireless
Communications,” Proc. |EEE-ISSCC’'98, Feb. 1998



This page intentionally left blank



5 GSM TRANSCEIVER FRONT-END
CIRCUITS IN 0.25 pm CMOS*

Qiuting Huang, Paolo Orsatti, and Francesco Piazza

Integrated Systems Laboratory
Swiss Federal Institute of Technology (ETH) Zurich
ETH-Zentrum, CH-8092 Zurich, Switzerland

Abstract: So far, CMOS has been shown to be capable of operating at RF fre-
quencies, although the inadequacies of the device-level performance often have to be
circumvented by innovations a the architectural level that tend to shift the burden to

the circuit building blocks operating at lower frequencies. The RF front-end circuits
presented in this paper show that excellent RF performance is feasible with 0.25 pm
CMQOS, even in terms of the requirements of the tried-and-true superheterodyne archi-
tecture. Design for low noise and low current consumption targeted for GSM handsets

has been given particular attention in this paper. Low-noise amplifiers with sub-2 dB

noise figures, a double-balanced mixer with 12.6dB SSB NF, as well as sub-25mA

current consumption for the RF front-end (complete receiver), are among the main
achievements.

51 INTRODUCTION

The quest for miniaturized cellular telephone handsets has resulted in the devel opment
of commercid transceiver ICs of increasing integration levels in the last decade. The
more traditional RF front-ends comprising asingle LNA or LNA-mixer combination,

*© 1999 |EEE. Reprinted, with permission, from |EEE Journa of Solid-State Circuits; Vol. 34, No. 3,
pp. 292-303, March 1999

49



50 CIRCUITS AND SYSTEMS FOR WIRELESS COMMUNICATIONS

though they still have astrong presence in the market, are expected to sowly give way
to the more highly integrated front-ends that combine the RF mixer, or even the LNA,
with the IF-strip and baseband demodulators in the receiver [1-5]. The dominant
technology for commercia RF front-ends has o far been advanced bipolar junction
transistor (BJT) technology.

The last five years have dso seen CMOS, traditionally confined to the digital and
baseband part of radio transceivers, make successful in-roads into the RF sections, At
the research level, highly integrated CMOS RF transceivers have been reported for
wireless LAN and cordless telephones [6,7], that are highly innovative in terms of
architecture design. For cellular applications, where weight, size, and stand-by power
requirements of the handset are much more demanding and the radio network envi-
ronment more complex (less restricted in terms of possible interfering signals) and
hogtile, CMOS implementations of RF front-ends have il fallen far short of BJT per-
formance, especialy in terms of current consumption [6,8]. Compared to the typical
current consumption of 50mA in highly integrated BJT receivers, CMOS receivers
published so far typicaly consume 100mA, which makes them an unattractive alter-
native to BJT solutions because of the corresponding drop in stand-by time or increase
in battery sizeand weight.

In this work, we report a low-power CMOS RF front-end which is part of our
on-going effort to develop a complete RF transceiver in degp-submicron CMOS, and
which not only meets the more stringent requirements of cellular telephony, but is
also competitive to BJT implementations in terms of current consumption. Instead of
taking on simultaneously the difficulties of the development of both a novel architec-
ture and a low power implementation of RF circuits using CMOS, we have opted for
the path of first gaining experience in the latter. The receiver architecture for our RF
front-end is therefore the well-established and widely used superheterodyne receiver.
Since more than 70% of the power in atypica receiver is consumed by the building
blocks that operate at RF frequencies, our initiadl work has concentrated on the LNA
and mixer for the receiver, and the preamplifier for the transmitter, which we report
in this paper. The IF-strip plus the baseband circuits will form another chip that will
be the subject of another report [9]. The ultimate god of this work is to combine the
complete receiver and transmitter into a single IC that meets at least the performance
required for small mobile stations (MS).

The paper is organized as follows. Section 5.2 provides a generd description of
the transceiver chip architecture and the required performance. Design considerations
of the LNA and mixer, including the many trade-offs involved, are presented in Sec-
tions 5.3 and 5.4, before the transmitter preamp design is described in Section 5.5.
Sections 5.6 and 5.7 conclude the paper with discussions of the achieved power con-
sumption and measured performance, respectively.

52 TRANSCEIVER ARCHITECTURE AND RELEVANT GSM
SPECIFICATIONS [10]
Receiver planning typically consists of trade-offs, such as the number of IFs, the exact

frequency of each IF, and the distribution of gain, linearity, and NF to each block in
the chain, etc. In addition to the minimum performance for type approval, many other
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important parameters such as size, complexity, power consumption and cost must be
carefully taken into consideration.

In our case, the partners responsible for system design have specified the single-1F
superhet architecture shown by the block diagramin Fig. 5.1. Therelatively high IF of
71 MHz was primarily dictated by image-rejection requirements and the availability of
low-cost commercid filters. Realizing high gain at such a high frequency had raised
concerns over the power consumption and stability of the IF AGC. Those concerns
have been addressed when an earlier test chip [11] we implemented showed that with a
good design, arelatively low-power IF amplifier isfeasibleat 71 MHz. Since complete
channel filtering at the 71 MHz IF is not possible without using high-quality filters,
whose price is not justified for this application, intermodulation performance of the
IF amp is critical, adding further complexity to its design. To limit these problems
and achieve afeasible design, 32dB of the total gain was dlocated to baseband, and
the maximum gain of the IF amplifier has been limited to 60dB. Eighty decibels of
AGC range is implemented in the IF amp which is digitaly programmable from —20
to+60dB in 2dB steps.

Figure 5.1 Transceiver block diagram—single-IF superhet receiver, direct up-
conversion transmitter.

The large dynamic range (—102dBm to —15dBm) of the input signal as specified
in GSM standards, for which a BER < 103 must be maintained, requires at least
87 dB of AGC range for the receiver to avoid saturating the baseband A/D converters,
in addition to the necessary linearity. Allowing for a 10-15 dB margin, the receiver
needs to be designed with a 100dB AGC range. Since the IF amplifier is program-
mable over an 80 dB range, the additional 20dB are implemented in the LNA with a
bypass switch.

The gains of the LNA and the RF mixer require another trade-off in receiver plan-
ning. The main parameters to be taken into consideration are sensitivity, intermodu-
lation and blocking performance, as well as power consumption. Using high gainin
the LNA helps to reduce the noise figure by compensating the insertion loss of the in-
terstage filter and scaling down the noise contribution of the mixer. That is, however,
at the expense of higher power consumption and risk of early overloading of both the
LNA output stage and of the mixer.

The blocking signal levels that may overload the LNA are depicted in Fig. 5.2, as
prescribed by GSM testing for type approva. At 20 MHz away from the MS receive
bands, 0 dBm can be expected at the receiver front-end. After 25-30dB attenuation
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by atypicd RF filter or duplexer, the blocking signal at the output of a 15dB LNA
can still be as high as —10dBm. For 5-10 mA output current, the —1 dB compression
point can not be expected to be much higher than -5dBm in a 50 €2 environment at
the output of the LNA. If we expect the LNA to operate with blocking signals some
6dB beow its compression point, then its gain must belimited to 15 dB. Since 3-4dB
loss is expected to come from the interstage filter after the LNA, the noise power of
the mixer isonly divided by 16 before it is added to the input noise of the LNA. If the
overall NF specification is tight, both the LNA and the mixer must also have low NF.
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Figure 5.2 Template of blocking signal levels specified by the GSM standard.

In digital wireless communications, the noise figure of the receiver is a particularly
critical parameter, because, a the boundary between very low and very high bit-error
rate, the transition can be effected by just 1-2dB of signa-to-noise ratio. A low
noise figure enables satisfactory reception even for low levels of received signal power
which, in turn, allows lower-power transmission from the base station and lower levels
of interference in the radio environment in general.

For GSM type approval, areference sensitivity of =102 dBm is specified for small
mobile stations. This means that for static additive white Gaussian noise (AWGN)
channel conditions, a BER < 10~ must be achieved when the input signal power P;
is =102 dBm. For the GMSK modulation scheme used in GSM, an SNR of about
9dB is required to reach such a BER, assuming an optimum maximum-likelihood
sequence estimation (MLSE) receiver. If a sub-optimal M SK-type detector is used, an
SNRof 10 dB isrequired [12]. The simplicity of the M SK-type detector is of interest
here as it makes the latter well suited for low power implementation, while offering
essentially the same performance as ML SE, especialy under conditions moreredistic
than a static AWGN channel. Bearing in mind that the (antenna) source noise power
density at a temperature of 200K is —174 dBm/Hz, a noise power P, of =121 dBm
results for a 200kHz channel. The required NF after the antenna can therefore be
caculatedindB asNF = P, — P, — SNR = 9dB.

In order to attenuate blocking interferers an RF filter, or often aduplexer, isrequired
between the antenna and the LNA. Its passband loss, however, trandates directly into
a serious N degradation for the receiver. A typica duplexer [13], like the one which
we intend to use, has an insertion loss of 3.2dB for the Rx path (1.2dB for the TX
path). This leaves an overal NF of less than 6dB a the LNA input.
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A typica RX image-reject interstage filter has an insertion loss of 3-4dB (3.8 dB
in [13]), which degrades the NF a the mixer input by the same amount. As are-
sult, even if the NFs of the LNA and mixer are as low as 2dB and 12dB (single
sideband, SSB) respectively, the overall NF will till be 7.6dB, leaving only a small
margin for gain tolerances, insartion loss of the IF filter, noise contribution from the
IF amplifier and the imperfect rejection of the LNA’s noise at the image frequency. To
prevent excessive NF contributions from the IF-gtrip, again of 10 dB is specified for
the mixer. If werestrict the NF of the IF-strip (including the I F filter’ sinsertion [0ss) to
15dB, the overd|l NF isjust under 8dB. The 15dB limit can be met, for example, by
an IF AGC with aNF of 8dB [11] combined with an IF filter having 5.1 dB insertion
loss [13], or acheaper IF filter with 11.3 dB loss [13] could be tolerated with a better
AGC designwith a4 dB NF, which ismoredifficult. Should the gain of the LNA drop
to 14dB due to component variations, the overdl NF becomes 8.5 dB, which is il
within specifications. The noise figures aretherefore specified as 2dB and 12dB SSB
for the LNA and the mixer repectively, both demanding values even for BJT or GaAs
technologies.

To save the interstage filter and eliminate the adverse effect of its insertion loss on
NF, image-regiect mixers can be used as an aternative. By operating two mixersin
quadraturetheimageisusually attenuated by 30-35dB, whichis sufficient to prevent
noise at the image frequency from contributing to the tota NF excessively. Having
two mixers operating at 900 MHz and a phase shifter in both the loca oscillator and
IF paths, however, results in power consumption roughly 3-4 times higher than that
of one conventional mixer, which was considered unacceptable for the present design.

Compared to the receiver, the transmitter requirements are relatively simple. The
mogt difficult oneis perhaps meeting the —36 dBm spurious signal emission limit.

Without any I F or imagefrequency, adirect up-conversion transmitter islesslikely
to generate spurious signals. The filtering requirementsto eliminate leskage are there-
fore greatly relaxed. Power consumption, one of the disadvantages of direct conver-
sion, isnot ascritical here, sinceit will be dominated by the poweramplifier (= SW av-
erage input power). Thedirect up-conversion architecture, shownin Fig. 5.1, isthere-
fore preferred.

Since the local oscillator will be integrated on the same chip as the transmitter,
oscillator pulling may be an issue. Using an offset locd oscillator will solve this
problem, at the expense of an extraexterna filter.

The integrated part of the transmitter consists of a vector modulator driving a pre-
amp viaan externd interstage SAW filter [13]. In the present front-end, only the trans-
mitter preamp has been integrated to test the ability of CMOS to deliver the 2mW of
power which are typicaly required by commercia power amplifiers. Thanks to the
constant envelope modulation, linearity is not too critical, and the preamp can be dri-
ven at the compression point for better efficiency. The nominal gain of the preamp is
230B.

53 LOW-NOISE AMPLIFIER

In addition to the gain and noise figure, as discussed in the previous section, the re-
quirements put onthe LNA include 50 2 matching at both the input and output, small-
signa linearity (IP3) and the large-signal linearity, which is described by the —1 dB
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compression point. In addition, these performance parameters must be relatively in-
sengitive to the variations of process parameters and values of passive components
such as the matching inductor and capacitors [14].

5.3.1 Input stage

The most important factor that determines our choice of the LNA configuration is the

achievable noise figure. Although noise figures of 3 dB and better are usually quite
easy to achieve given sufficient current, integrated LNAS do not often have NFs bdow
2dB even in GaAs and BJT technologies. This apparent barrier can be partialy ex-
plained by the definition of the noise figure itsdlf, which results in alaw of diminishing

returns.

Since the input-referred noise of a MOS transistor is given by 4y&T/gm, with
y = %3, the noise factor of a common gate (C-G) amplifier is given by 14 y. The
minimum NF achievable by a C-G amplifier is therefore 2.2 dB. With the additional
noise contributions of pads, the substrate and the output stage, the achievable NF is
closer to 3dB, which is too high for the present application.

For a common source configuration, as shown in Fig. 5.3, the rea part of the input
impedance required for 502 matching is generated by inductive degeneration [14-
16]. The matching network formed by L and L» and the gate capacitance Cgs gives
avoltage gain between the LNA input (marked RF) and the gate-source of transistor
M1 which is equa to the quality factor Q of the matching network at resonance.

o vdd

out

Figure 5.3 Common-source LNA with transimpedance output stage.

1
B gmwoL1

(5.1)

If Q is greater than one, this gain may help reduce the contribution of the thermal
noise of M1's channel, 7¢, and of those noise sources from the LNA's output stage

which contribute to the overal LNA noise figure. For example, the NF contribution of
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I¢ doneis given under matching conditions by

woly 1
QR Qz'ngs

NF=1+y , (5.2)

where y = %3 for long-channel devices. Even if the transconductance is set to only
20mS as in the case of the C-G configuration, the voltage gain of Q can till reduce
the noise contribution from ¢ to very low levels. Indeed, this well-defined noise
contribution reduces to insignificant levels, even with only moderate values of Q and
Om The NF of common source LNAS, typically 1.5dB to 3dB, (even if integrated
in GaAs and BJT technologies) must be dominated by other less well-defined noise
sources. This latter category of noise sources includes the contribution of substrate
resistance through capacitances under bonding pads, gate-induced noise current [15]
and the back-gating effect of the substrate resistance under the MOS transistor [17].

A more important reasontouse @ > 1 to achieve some voltage gain is to reduce the
current level required for a given overal transconductance of the input stage. Under
matching conditions, and neglecting the parasitic capacitances associated with input
pads, the ratio between the output current of the input stage and the input voltage of the
LNA is exactly the inverse of L’s impedance, independent of the transconductance
gm Of M1,

1
|Gmi= ooL1 (3.3)

The overall voltage gain of the LNA is then given by the product of G,,and the
load (trans)impedance of the output Sage. The latter impedance is constrained by the
output matching requirement to about 50 Q. For a LNA gain of 15 dB, G, =~ 120mS,
sothat at 1 GHz the value of L lies around 1 nH. This happens to be the value of a
typical bond-wire, so that no board-level inductor is necessary to implement L.

Once this overadl G, or bond-wire impedance is determined, the transconductance
gm Of MI isrdaed to Q by Eq. (5.1). If we usethe smple formula

gm=+/2uC, W -1/L

to estimate the current consumption, and bear in mind one of the conditions for imped-
ance matching,

8mL1 = CysRs (54

then we see that the bias current | isinversely proportional to Q. Thisisimportant for
aCMOS LNA design, because without this voltage gain (i.e. of Q were unity), 10mA
would be needed for a G, of 120 mS even at a gate length of 0.25 pm While ahigh Q
matching network alows the current consumption of the LNA input Stage to be low,
the level of reactance associated with the network inductors and capacitor becomes
high. Although the nomina capacitive and inductive reactance should cancel each
other if designed for 50 €2 matching, the same 10% deviation from the nominal values
results in higher residual (uncanceled) reactance for higher Q. The variability of the
input reflection coefficient S11 is therefore aso worse. One of the serious effects of
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theincreasein S11 and deviationfrom 50 2 input resistance is the decresse of the RF
filter's performance [14].

Measurements of a commercia duplexer [13] in Fig. 54 show that |S11| = —6dB
can both increase the filter's pass-band loss by 0.5 dB, causing a corresponding in-
crease in the overdl noise figure, and at the same time degrade the stop-band attenu-

ation by as much as 6dB a 20MHz away from the passband, at frequencies where
0dBm blocking signals are expected.
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Figure 5.4 Measured duplexer characteristics. The thick curve is with exact 50 §2
matching. The other four were measured with imperfect S11: 1IS111=—6dB, phase of
S11=45° 135°, 225° and 315°. a) Overall transfer function, b) close-up of passband.

In our design, afairly low quality factor of 25 is used for the input matching net-
work, so that for the 10-20% tolerance expected of Ly, Lz and Cgs, the variability
of S11 is dtill very low. On the other hand, the bias current of the first sage is reduced
to 4mA, which is sufficiently low in the context of the target current consumption of
25-50mA for thecomplete RFreceiver.

Without the cascode transistor M2, the influence of M1's Miller capacitance can
add quite significantly to that of the pad capacitance and cause the design to deviate
from the idedl situations described by Egs. (5.1){5.4). The bias current of M1, for
example, increasesfrom 4 mA to 6 mA. The cascodetransistor, on the other hand, may
contribute some of its own noise to the amplifier, because M1's output impedance is
low due to the very short channel length and high current.

Having scded down the contribution of the thermal noise of M1’ s channd by the
Q of the matching network, the design of the LNA input stage for low noise figure
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must then concentrate on parasitic noise sources that are not as well-defined as If.
Characterizing the transistors for NF before using them for the LNA, as is often done
in traditional microwave LNA designs, is beyond our resources, because this would
entail fabricating arrays of transistors of anticipated range of dimensions and bias
currents, with anticipated layout. Since such devices are not designed to match the
509 test environment, ‘de-embedding’ the influence of pads and other test fixtures
and measuring the intrinsic noise figure a 1 GHz is arather large undertaking. The
minimal noise figure measurements made by the CMOS process provider typically

come from transistors which have a specific WIL ratio and layout and are biased at
unredligtically high currents (40-50mA), and therefore do not provide us with much
information either. In the absence of accurate RF modds of MOS transistors backed by

reliable experimentd verification, the design for low NF of our LNAS had to combine

general care in noise minimization with some specific, controlled experiments that
were conceived to extract some data on the relative importance of certain parasitic
noise sources in the overal noise figure.

One such source is the induced gate current [18,19]. This noise source isimportant
at higher microwave frequencies. Recently, adetailed analysis has been published [15]
which not only points out that induced gate noise current is also important for CMOS
at the low GHz frequency range, but aso proposed ways of optimizing the LNA de-
sign parameters, such as the matching network’s Q, to achieve minimum noise figure.
Unfortunately, the predicted optimal NF was not confirmed out by the experimental
results in [15] and so the subject is gtill wide open.

Another important source of noise in CMOS LNAs which was recently reported is
the backgating effect of the resistive substrate under the transistor channel [17]. In the
case of the 0.25 um CMOS we used, the substrate resistivity has afairly high value
of 5 2-cm, which could have an even higher influence. The experimental data given
in [17], however, reported a NF difference of 1 dB between a layout with sufficient
substrate contacts to ground and alayout with fewer contacts, at ahigh level of 6-7 dB
overal noise figure. The important question for us was whether there will be much
difference for LNAs which aready have low noise figures.

Intheinitial stage of our development, we had succeeded inrealizing a0.25 um
CMOS LNA, which we refer to as LNA-1, for which care was taken in pad design,
fingered gate layout, etc., 0 that the measured noise figure was as low as 2dB. The
subgtrate around the gate of M1 was dready well grounded by rows of contacts sur-
rounding the periphery of the600 um gateformed by eighty 7.5 um by 025 pm fin-
gers, as shownin Fig. 5.5a Theinput stageof LNA-1 did not use the cascode transistor
M2, s0 that the bias current was 6 mA and the actual matching network Q was dose
to unity due the influence of Miller capacitance.

To invedtigate the influence of substrate resistance on achievable NF, we integrated
asecond LNA, LNA-2, that isnominally identical to as LNA-1, except that the layout
of the gate of M| was changed to allow more substrate contacts to be placed, as shown
in Fig. 55b. The origina LNA-1 was integrated again in the same run as areference
to avoid confusing NF variation from run to run with the NF improvement due to
difference in layout.

Redlizing that M1's Miller capacitance is causing a significant deviation of the
matching network gain from that givenin (5.1), which resultsin 6 mA instead of 4 mA
in the input stage, we aso introduced the cascode transistor M2 at this stage. In
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Figure 5.5 Layout of transistor M1: a) LNA-1, b) LNA-2.

doing o, the effective matching network Q increases from 1 to 2 which alows the
bias current to be reduced to 4mA. This circuit has been implemented as LNA-3 in
the same run as LNA-1 and LNA-2. Although the changein Q as a result of going
from a non-cascode to a cascode configuration is not exactly the same as designing
for different matching network Qs for the same LNA configuration, we believe that if
the matching network Q indeed has as strong an influence on the LNA’s NF as [15]
seems to suggest, then we should see some evidence of this in comparisons of LNA-2
and LNA-3. Thegates of M1 in these two amplifiers have exactly the same layout. All
three amplifiers should have noise figures less than or equd to 2dB.

5.3.2 OQutput stage

Theoveralltransconductance G, of the input stage is on the order of 200-200 mS. An
effective load impedance between 50 and 100 €2 is therefore needed to redize 15 dB
gain. In today’'s CMOS technologies, however, the relatively high level of parasitic
capacitance (C3) tends to limit the achievable cut-off frequency. To make the load
impedance broadband, shunt feedback in the output stage transimpedance amplifier
in Fig. 5.3 is one of the most commonly used methods [1,20]. The loop gain of the
shunt feedback, approximately given by g.3Rr,scdes down the input resistance of
the output stage o that the parasitic capacitance C, does not cut off the amplifier's
frequency response as early as without feedback. The impedance Ry is the pardld
combination of the output impedance of M3, the bias resistance R3 and the 50 €2 input
impedance of the interstage filter.

If the loop gain is sufficiently large, then the transimpedance of the output stage in
Fig. 5.3 is approximately given by the feedback resistance R», and the overall LNA
gain issmply G,,Rz. In practice, the limits of M3's transconductance g..3 due to
current, 1P3 and gate capacitance considerations imply that only moderate loop gain
is achievable with an R, that is dominated by the 50 Q2load. The LNA gain must be
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designed on the basis of the more accurate design equation:

Ry
Rr+ Ry

AvE (1+gm3R2), (5.5

1 [R2+RL
woly [ 1+8m3Re

“RIHZdIZ]

where Z,412 is the output impedance of M1 or the M1-M2 cascode.

The higher parasitics associated with PMOS transistors make them unsuitable for
biasing purposes and resistors R; and Rs are used instead. The lack of voltage head-
room combined with high bias currents constrain the values of R; and Rz to a couple
of hundred ohms. In addition to (5.5), the choice of Ry, Rz, R3 as well &s g,3 ae
constrained by two other important requirements: realizing a 50 § output resistance
and providing a sufficiently high —1 dB compression point (CP). The CP is limited by
the maximum output voltage for a given bias current 73,

Vi =h-Zy=5L-[(Ry+ RIINZa)lIRLY = I3 - [(R2+ RN Za12)1| R3[| Za3| | Rso]
(5.6)

where Z3 describes the impedance seen by the drain terminal of M3. Due to the 50 Q2
input impedance of the interstagefilter, Rsp, |Z3|islessthan 50 £2.This means that for
a CP requirement of 0dBm (300 mVp) the bias current Is must be no less than 6 mA.
In practice Ry and R3 can not be very high because of both the voltage headroom and
the need to implement the 50 €2 output impedancefor the LNA. Intheworst case, | Z3|
can be as low as 25 2, and twice as much current is needed. The constraint on Ry, R;
and R in terms of 50 €2 output impedance can be expressed as

_ ( R2+ RillZa12

1+gm3(R1||Zdl2)) [1Rs]|Za3 = 3082, S
where it can be seen that in the absence of M3's transconductance g3, the 50Q
output impedance would have to be implemented completely by Rj, Ryand Rs,in
which case |Z3| in (5.6) would be as low as 25 2. The design of the output stage is
therefore primarily a trade-off of resistance values to satisfy (5.5<5.7) and minimize
the required output current, while ensuring that M3's gate overdrive is sufficiently high
to maintain ahigh IP3. The latter requirement sets a limit to M3's gate width.

For LNA-1, a higher CP was sought, which led to higher output current. In the
absence of the cascode, the current of the input stage is dso higher, resulting in lower
values of Ry, R, and R;3. Thisleads to an output bias current of 12 mA which gave us
a measured output CP of -4dBm. This output stage design has been left unchanged
for LNA-2 and LNA-3, s0 that only one thing is different between the two successive
designs. Further optimization of the output Sage, which took advantage of the lower
bias current of the input stage, alows the levels of Ry, R and R3 to be somewhat
higher than before, so that only half as much bias current is needed for the output
stage, with only a dlight drop in output compression point. The increase of resistance
levelsisaso expected to result in lower equivaent noisereferred to the drain of M2, s0
that the overal noise figure will be dightly lower. This designis referred to as LNA-4.
The differences between the four designs and the key parameters of each design are
summarized in Tab. 5.1.
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Table 5.1 Summary of the implemented LNAs and their key design parameters.

LNA-1 LNA-2 LNA-3 LNA-4
I(M1) [mA] 6 6 4 4
1(M3) [mA] 12 12 12 6
MI [pum] 600 600 600 600
M2 [um] - - 600 600
M3 [um] 100 100 100 300
RI [Q] 235 235 400 400
R2 [2] 120 120 120 120
R3 [©] 105 105 105 255
Sub. contact Fig. 5.5a Fig. 5.5b Fig. 5.5b Fig. 5.5b

5.4 SINGLE AND DOUBLE-BALANCED MIXER

The chief requirements of an RF mixer in a superhet receiver such as ours are 50Q
matching to the interstage filter, low noise figure, high IP3, and a moderate gain to
reduce the noise contribution of subsequent stages to the recelver front-end. To satisfy
al of the requirements, single-balanced (SBM) or double-balanced (DBM) mixers
based on the Gilbert cdl are practicaly left as the only choice, as evidenced by the
fact that they are found in virtualy every BJT RF front-end IC.

Figure 5.6 Schematic diagram of a) single-balanced mixer, b) double-balanced mixer.

In a single or double-balanced mixer (c.f. Fig. 5.6) the transconductor (gm;)im-
plemented by the (input) RF transistor(s) is followed by commutating switches that
perform the function of frequency trandation. The effective conversion transconduc-
tance of the mixer is g..; /= for the single balanced configuration and 2g,,; /7 for the
double-balanced configuration, assuming ideal switching. Thus even in the ided case
the switches introduce aloss of 1/x (9.9 dB) for the SBM case and 2/x (—3.9dB)
for the DBM case. With sinusoidal LO signals the switching is much less than ided,
and the loss is more likely —12 dB for the SBM case and -6dB for the DBM case.
Because of thisloss, the influence of noise current introduced by the switching transis-
tors (during the time when each pair of switches remain in the on-state simultaneoudly,
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for example), exceeds the noise of the RF input trangstor(s). Combined with theinher-
ent 3dB NF degradation due to aliasing of the noise in the image sideband, the noise
figure is therefore usually rather high for Gilbert mixers, 15 dB, for example, for BJT

implementations.

Because the expected NF is high for mixers, the input transistors contribution of
2dB or 3dB to the overdl NF is therefore not very critica. Thisjustifies the use of
the common gate configuration for the input stage, which can be designed to provide
a resigive 50  input matching to the filter without any external components. The g,
of the input trandgtors is therefore 20mS for the SBM case and 40mS for the DBM
case.

In cellular applications, neighboring users often generate strong interfering signals
in channels adjacent to one's own. Since such interferers cannot be filtered by the
RF or interstage filters and will be amplified by the LNA, the small-signal linearity
(IP3) of the mixer must be sufficiently high to prevent intermodulation from degrading
the bit-error rate. The type-approval requirement for GSM stipulates that the BER
for reference sensitivity must be met in the presence of two —49 dBm interferers at
800kHz and 1600kHz away from the desred signal, respectively, when the latter’s
power is —99 dBm. The mixer’'s IP3 requirement is directly linked to the combined
receiver front-end gain, Ay, beforethe mixer. If we assume againthat 10 dB SNR
is required to achieve the desired BER, then the required IP3 (in dBm) is bounded by
the following inequality:

-9+ Avr—3-(—49+Ayr)—9+2:1P3> 10 (5.8)
or IP3 > Ayr—145. (5.9)

Condidering that within the passhand of each filter the gain of the signal could be
different by 1 dB from that of the interferers due to passband ripple, the combined gain
Ay F could be 2-3 dB worse than the nominal value. The latter, assuming —3 dB pass-
band loss for each filter and 15dB for the LNA, is9dB. Thus the required IP3, assum-
ing worgt-case gain combinations for the signal and interference, should be —3dBm
to —2dBm. Taking a 3dB margin, the required IP3 for a smal mobile station is in
the order of 0dBm. For a standard mobile station, the desired signal is 2dB wesker
(<101 dBm) and the interferences are 4dB (—45dBm) stronger, S0 that the 1P3 re-
quirement can be as high as 7 dBm.

In BJT implementations, such IP3s can only be achieved with some linearization
technique such as emitter degeneration. InaCMOS mixer, aslong as the transistor has
sufficient overdrive o that it stays in strong inversion, achieving more than 0dBm IP3
is not a problem [14]. For a given input transconductance as required by impedance
matching, however, it imposes aminimum-current requirement. In our designs, 4 mA
was required for the single-balanced mixer and 6 mA for the double-balanced mixer,
90 that the transistor is biased halfway between wesk and strong inversion.

Although the single-balanced mixer consumes less power, it provides less conver-
sion transconductance, lower linearity and higher noise figure. The locd oscillator
signa is not suppressed properly by the mixer, <o that it feeds through to the output.
In a superhet receiver, however, this LO feedthrough is suppressed by the IF filter.
Since atypical 71 MHz IF filter requires a matching load resistor on each port to its
330 characterigtic impedance, the RF mixer sees a 165 2 load at its output. Even
intheideal casethe converson transconductanceis 6.4 mS for the SBM and 127mS
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for the DBM, which is not enough to provide 10dB converson gain. A smple LC
network is therefore required to transform the load impedance to the desired leve in
any case, and the 6dB difference between the converson g.s of single and double-
balanced mixers is not critical as far as gain is concerned.

Because of the higher (by 6 dB) loss due to the switches, the SBM is expected to
have ahigher NF than the DBM. Assuming that the noise current of the switches dom-
inates the mixer noise figure, and taking into consideration that the DBM has twice
as many switches which therefore generate twice the noise power, the input-referred
noise figure of SBM is expected to be about 3 dB higher than the DBM.

Although we favor the DBM for its expected higher performance, we have aso
implemented the SBM to check if the difference in NF is indeed as big as expected to
justify the 50% higher current of the DBM.

The design of the switches in the mixer is primarily a trade-off between having
high WIL ratios to reduce the overlapping period in which both switches in each pair
remain on, having low thermal noise current during this period, and limiting the pole
introduced by the switches into the RF path outside the period, for a given current.
In our design, the final switch sizes are similar to those of the input RF transistors,
300 pum by 0.25 um.

55 THE TRANSMITTER PREAMPLIFIER

Most modern GSM power amplifiers (PA) are constructed in a hybrid technology, us-
ing bipolar or power-MOS transistors. They require 2mW of driving power and a sup-
ply voltage of 4.8V (sometimes 6V). The mandatory power control is implemented
in the PA, and the output power can be varied by adjusting the DC voltage applied to
acontrol pin. The peak power of aclass-4 PA isashigh as 2W. Although its average
transmitted power can be much lower because the average distance between the mobile
and the base gation is much less than the maximum radius of the cdlsin the network,
the average power consumption of a mobile station is still high, judging by the low
talk time advertised for current commercid handsats. Given that power consumption
is dominated by the PA, the power consumption of the preamp and modulator is not as
critical asin the receiver case. However, atention is paid to low-power design in the
preamp <0 that the design will aso be suitable for mobile stations with lower classes
of PAs.

In thiswork, the transmit SAW filter required to remove the harmonics of the carrier
and out of band noise is placed between the up-conversion mixers and the preamplifier.
Since the loss of the filter precedes the preamp, the preamp is only required to deliver
3 dBm power to the PA instead of 7.5 dBm. This will ease the problems of delivering a
substantial amount of power using CMOS, including efficiency and substrate coupling.

Since the efficiency of the preamp is not as critica as the PA, adass-C approach
requiring another expensive and lossy externd filter before the PA is neither necessary
nor does it save power. Due to the lack of good PMOS transistors, a class-B (push-
pull) approach is dso unavailable. If the preamp output harmonics that could degrade
the PA efficiency are kept low, aclass-A amplifier can drive the PA without the externa
filter. The primary requirements for our preamp, atwo-stage dass-A implementation
as shown in Fig. 5.7, arethus 50 2 matching a both the input and the output, a high
gain of 23 dB, and a high power output (for CMOS) of 3 dBm with sufficient linearity.
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Figure 5.7 Schematic diagram of the Tx preampilifier.

The first stage, comprising M, its biasing and the matching network, is similar
to the input stage of the LNA, therefore the same design equations hold. The main
difference here is the relaively high input level of —18 dBm. Since IM3 is inversely
proportional to the overdrive of aMOS transistor, arelatively small transistor, biased
a 11 mA, has been used for M1. Because of the rdaively large overdrive of M1 that
leaves little voltage headroom under a 2.5V supply, no cascode transistor has been
used in this design to ensure that M| stays in saturation.

The second stage is a trangmpedance amplifier, biased at 16mA, as required to
deliver 2mW into the 50 € load with sufficient linearity. The relationship between the
required output compression point and the required bias current is Smilar to that of
the LNA. Unlikethe LNA, aresistiveload is ruled out by bias voltage considerations,
otherwise R3 would have to be gpproximately 60 €2, which would make high gain
very difficult to achieve. Instead we use inductive loading, and the RF choke L3
resonates with the drain capacitance of M2 at 900 MHz 0 that the path to Vg4 appears
to be open, and the formula for the output compresson point (5.6) and the output
impedance (5.7) can be used with Rj3 set to infinity. Infact, L3 and the coupling
capacitance C could also be used as an impedance matching network at the same
time, 0 that the impedance seen by the drain of M2 could be higher. That would
dlow higher power to be delivered for a given current. Due to the low supply voltage
(25V) of the0.25 pm CMOS technology, this option cannot be used in our design,
because impedance scaling by the matching network dso scaes the voltage swing of
the drain of M2. Another way of achieving higher output power in traditiona preamp
designs is to combine such a matching network with biasing the drain of M2 a Vg4,
which doubles the alowable voltage swing. Since the margin between the breakdown
voltage and the actual supply voltage is smal compared to the output swing in our
025 pm CMOScase, thisoption (whichentails swinging thedrain of M2 substantialy
above Vg4q) was dso ruled out on reliability grounds. To bias M2 in the mid-supply,

resistor R3 of approx. 60 is inserted before L3 and AC-bypassed by €3 as shown.
AtDC, Rz ds0 helpsto gtahilize the bias condition through R».

In many bipolar transceivers [3,5] a buffer capable of delivering 2mW into 50

has been implemented, frequently as an emitter follower biased at about 10mA to
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achieve high IP3. Implementing a 20mS (50 Q)bufferin0.25 pm CMOS, however,
is not possible because of the large voltage swing required a the gate. Delivering
2mW to 50 2 corresponds to having a voltage swing of 900mV pesk—-to—peak at
the transistor’s source and 1.8V peat—to—pesk at its gate. After adding the threshold
voltage (400 mV) and some overdrive (200 mV) we have apeak voltage of 2.4V, which
is aready higher than the specified minimum supply voltage. To reduce the swing, a
lower impedance buffer followed by amatching network could be used, but this would
result in an excessive increase in current consumption.

In our class-A implementation, the total current consumption is only 27 mA. Such
acurrent level, required by linearity, isinsignificant compared to that of the final PA.

56 POWER CONSUMPTION

Before describing the experimental results, it is perhaps appropriate to briefly revisit
the subject of power consumption of the transceiver. Earlier we stated that for CMOS
technologies to be serioudy considered as a contender for RF front-ends in cellular
applications and as a competitor to BJT technologies, one must a) prove that the
complete set of performance specifications can be met and b) do o with a current
consumption comparable to today’s commercia solutions. In this section we wish to
highlight the current consumption aspect.

Low power consumption is most important in the receive mode, because it defines
the stand-by time. In transmit mode power consumption will be dominated by the PA.
As the chief reason to purchase a mobile phone shifts from business use to private use,
the toll charges serve as a natural barrier to reduce the occurrences of private users
overrunning the, say, four hours of talk time possible on a single battery charge. Busi-
ness and private users aike, however, may find a40 hour or even a 72 hour stand-by
time inconvenient.

The designs reported here show that by combining LNA-4 and the double-balanced
mixer, the nomina supply current of the front-end chip can be as low as 16 mA. On-
going design and experimental work on the remaining part of the receiver gives us
good reasons to believe that the IF-strip plus the demodulator will consume no more
than 6 mA, which shows that the front-end is indeed the dominant consumer of power
(over 70%) of the receiver. Even if we add the VCO and the prescder, which domi-
nate the current consumption in a synthesizer (3 mA in Rx mode), the total nominal
current consumption will only be 25mA, i.e. 60 mW power consumption. This com-
pares very favorably with exiging chipsets, such as those reported in [2] (51 mA in
the paper, 46 mA total in the datasheet), [3] (57 mA), and even [4] (33 mA), for exam-
ple. The last reference derives its high performance from an advanced 25 GHz bipolar
technology.

5.7 MEASURED RESULTS

All measurements were performed using bare chips assembled on a PCB with all the
needed external SMD components. The dies were directly glued to the PCB ground
plane which provides an excdlent ground connection to the chip substrate. Some
care was taken with the length of the bondwire to the source of MI in each LNA
and the preamplifier so that correct matching is achieved. No external trimming was
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performed. The supply voltage was st to its nominal value of 2.5 V. Among the chips
measured, one is a combination of LNA-1, the SBM mixer and an early version of
the IFFAGC amplifier [11]. Fig. 5.8 shows its micrograph. The measured parameters
of the implemented LNAs, mixers, the transmit preamplifier as well as the particular
receiver front-end are summarized in Tab. 5.2.

Figure 5.8 Photomicrograph of front-end IC.

Table 5.2 Summary of measured front-end circuit performances.

LNA-1  LNA-2  LNA-3

LNA-4 SBM  DBM TX-PRE  RX-FE

Gain [dB] 13.8 14.3 14.3
Conv. g [mS]

SSB NF[dB] 2.0 1.74 1.97

iIP3 [dBm] =2.0 -2.8

iCP[dBm] -17

S11[dB] —5.6 -6.8 —-4.0

S22 [dB] -8 -22 —11

§12[dB] <=-30 <-30 <-40

I44 [mA] 18.3 18.1 16.6

16.4
49

1.6 15.9
-7.3
=20 —4
—8.0 <15
-12

< —40
10.8 35

8.5
12.6
9.0
-4
-1

6.0

21.1 85 max
—14.6

—6.6

—-8.5

27.2 25

For the low-noise amplifiers, we are particularly interested in the noise figures,
as well as the influence of the various refinements on the NF in our controlled ex-
periments. The reference amplifier LNA-1 achieves again alow NF of 2dB, while
providing the expected gain, input and output impedances and excellent linearity. The
fact that a2 dB NF has been achieved over consecutive runs shows that the design is
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suitable for manufacturing. With merely an increased number of substrate contacts,
(of atransistor that already has many contacts,) LNA-2 shows a significant improve-
ment in noise figure, to 1L.74dB. This demonstrates the significant contribution of
back-gate resistance to the overdl NF, at least for the 5 Q-cm substrate of the technol-
ogy we used. The main influence of the cascode transistor in the input stage (LNA-3)
is a 30% reduction in current consumption in the first stage due to the higher Q and
lower g, needed, and a 10dB improvement in reverse isolation. The price paid is a
slight increase of the noise figure which we believe to be due to the additional con-
tribution of M2. No rapid improvement of the NF, as predicted for the particular
0.35 um LNA in [15] for asimilar change of Q , is observed here. The last amplifier,
LNA-4, achieves the best performance trade-off for our application in terms of gain,
noise figure and power consumption, thanks to abetter design of the output stage. The
measured output compression point (-5 dBm oCP) has only decreased slightly (1 dB)
from that of the other 3 LNAS despite saving hdf of the output stage current. A very
low noise figure of 1.6 dB is measured, which is near the optimum noise match. This
is the best result reported to date for an integrated CMOS implementation. In Fig. 5.9,
starting with the minimum noise figure close to the center of the Smith chart, con-
stant NF and gain circdes have been measured in terms of the source impedance seen
from the noise-matched LNA. Thanks to the low-Q design, these circles are big and
Iwiddy separated for smal increments of gain and NF. This means that variations the
of matching network impedance due to component tolerances in production will not
cause drastic degradation of gain and NF. Indeed, in 50 Q power-matched conditions,
the measurements of LNA-4 in Fig. 5.10 show that 15dB gain, -8 dB S11 and 1.9dB
NF can be achieved smultaneoudy. Due to the effect of the bond pad, the protection
diode and the PCB parasitic capacitances at both sides of L,, the actual 50 © power-
match conditions of the LNA are dlightly different from the ideal equations (including
(5.2) in this paper) normally described in recent publications [14-16].

Turning our attention to linearity, Fig. 5.11 shows the measured iCP and iIP3 of
LNA-2 and LNA-4. High IP3 values far exceeding reguirements have been measured,
confirming the intrinsic high linearity of MOS devices. The measured compression
points meet the requirements of the blocking test and are 3-4 dB below the limit set
by the output current, as expected.

The measurements of the SB and DB mixers have been performed using —1.5 dBm
of LO power with 50 €2 terminations at the LO ports. The measured conversion gps
are 49mS and 85mS for the SB and the DB mixer, respectively. Due to imperfect
switching, they are about 30% lower than the theoreticd maximum, which was ex-
pected. Although the measured NF of 15.9dB for the SB mixer is higher than we
would like it to be, it is in line with most reported mixers with gain at this frequency,
including BJT implementations[1,3]. Themeasured 12.6 dB SSB NF of the DB mixer,
on the other hand, is one of the best reported to date for fully integrated mixers, and
facilitates the use of RF and interstage filters with moderate specs (and hence price)
in superhet GSM receivers. The S11 measurements are shown in Fig. 5.12. The com-
mon gate input guarantees excellent input matching with a broadband characteristic
for both mixers. Indeed, the measured S11 is limited by the balun needed to match the
DB mixer, but nevertheless stays under —10dB at dl frequencies below 1.2 GHz. The
S11 degradation at higher frequenciesis due to the increasing influence of parasitic
capacitances. Fig. 5.13 shows that the measured ilP3 is as high as 9dBm, and iCP
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Figure 5.10 Gain, NF and S11 of impedance-matched LNA-4.

—4.dBm, for the DB mixer, which thus meets the specs outlined earlier by a comfort-
able margin. This has been achieved, without source degeneration, by the right choice
of the g, /1 ratio of the CMOS devices, and by differential implementation.

The measurements of the transmitting preamplifier show that high gain, adequatein-
put and output impedances as well as good linearity can be achieved even if arelaively
high amount of power must be ddlivered. Fig. 5.14 shows the measured frequency re-
sponse of the TX preamplifier. The measured iCP of the preamp is —14.6 dBm, which
corresponds to +5.8 dBm oCP. This translates into more than 3.5 mW of power deliv-
ered to the 50 2 load at compression.
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Figure 5.11 Measured, input-referred third order intercept point ilP3 and -1 dB com-
pression point iCP for LNA-2 and LNA-4, respectively.
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Figure 5.12 Measured S11 for single-balanced mixer and double-balanced mixer.

5.8 CONCLUSIONS

Power consumption is more important than the cost of chipsin today’s cellular phones.

To prove that CMOS is feasible and competitive with BJTs for implementing the RF
front-end of a GSM receiver, circuits operating at radio frequencies must show com-
petitive current consumption while meeting al specs required for type approval. Type
approval requirements have been discussed and trandated into circuit specs where
necessary, and measurements of the front-end integrated circuits reported in this paper
show that they are indeed met. We have shown that current consumption lower than
today’s BJT implementations is indeed feasible by carefully optimizing the front-end
design. Excellent noise figures are aso shown to be reproducibly obtained for CMOS
LNAs and mixers. Controlled experiments aso confirm that backgating by substrate
resistance can degrade the NF, and as many contacts as possible should be used to
ground the substrate.
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Figure 5.13 Measured, input-referred third order intercept point iIlP3 and -1 dB com-
pression point iCP, respectively, of the double-balanced mixer.
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Figure 5.14 Measured frequency response of the TX preamplifier.
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6 RF FRONT-END CIRCUITS
Qiuting Huang
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6.1 INTRODUCTION TO THE FOLLOWING PAPERS

To newcomers to the field of RF front-end design for wireless communications, the
combination of rapid change in commercial standards and requirements, the choice
of system architectures and frequency plans, and their relation to the performance of
individual radio frequency circuits can be quite bewildering. The four contributions
included in this chapter address these issues from different perspectives in varying
degrees of detail.

The first two contributions come from academia and are biased towards basic the-
ory. The second two contributions come from industry, providing moreinsight into the
current state-of-the-art in wireless transceivers, and the overall system requirementsin
terms of codt, Size (volume), and performance.

Qiuting Huang focuses on the fundamental issue of phase noise in RF oscillators,
which is particularly important for wireless transceivers as it strongly affects the rel-
ative independence between different radio channels and services that transmit and
receive signals of varying strengths simultaneously. In addition to avoiding unsound
assumptions, the analyses of oscillation amplitude, oscillator response to interfering
signas, and the identification of white noise sources have dl been backed up with
controlled experiments.

Behzad Razavi exposes the fundamental issues of frequency planning in transceiver
design, as well as recent trends in highly integrated RF circuit design, in the context
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of aGSM/DCS dual-mode transceiver. The architecture is designed for ahigh level of
integration, containing neither external image-reject filters nor IF filters. Quadrature
mixers are therefore frequently used, and the LO signa is placed halfway between the
GSM band and the DCS band to save hardware. In the transmitter part, the tutorial
on GMSK modulation and influence of nonlinearity on the transmitted spectrum may
be avery useful starting materia to read for people new to the field. The emphasisin
implementation is on CMOS, with extensive use of on-chip spiral inductors.

Petteri Alinikula shares with us the challenges of future wireless terminas from the
viewpoint of one of the top three leading commercial companies in the market. Wide-
band CDMA transceivers appear to be the next target for most, especidly in light of
the recent agreement between Ericsson and Qualcomm over IPR issues. Linear power
amplifiers, asharp increase in DSP computing power, and multi-standard terminals are
identified as mgjor chalenges facing designers of next-generation terminals. The au-
thor dso shares with us his view of the evolution in state-of-the-art terminals, in terms
of relative physical volume, component count and cost breakdown. Many readers will
find the corresponding figures interesting. Also interesting is a concrete example of a
direct-conversion architecture being used to save discretes and filters.

Stephan Heinen and Stephan Herzinger take us back to the GSM transceiver again,
from the perspective of industry. They echo the view from Alinikula that overall sys
tem optimization is more important than the focus on a particular technology, the
saving of a particular filter or the performance of a particular building block. In the
discussion of GSM trangmitters, the genera requirements by type approval are pre-
sented in detall, as are the effects of nonlinearities on the transmitted spectrum. This
again gives a newcomer to the field anice introduction, from an angle differing dightly
from Razavi's. Direct up-conversion, IF up-conversion and modulation-loop VCO a-
chitectures are discussed in terms of their relative merits and disadvantages, and the
modulation loop is identified as the transmitter architecture of choice for constant-
envelope modulation schemes such as GMSK and is presented in detail.

The contributions in this chapter provide a good overview of the current issues in
RF front-end design, as the field of RF-IC design moves towards maturity, and the
industry is poised to introduce the next generation of air-interface standards.
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Abstract: The following questions are addressed in this chapter using a CMOS
Colpitts oscillator as an example.

1 How does the carrier amplitude depend on the electrica parameters of the oscil-
lator?

2. Does an additive interference, white noise for example, (always) become multi-
plicative with the carrier in such a way that it deserves the name phase noise? Is the
response to such an interference always inversdy proportiona to its frequency offset
from the carrier? Why?

3. How does the phase-noise-to-carrier ratio depend on the electrical parameters of
the oscillator? Can such a dependence be described directly with the circuit parameters
rather than intermediate quantities such as the signa power consumed by the tank, the
mean-sguared voltage amplitude, or the noise factor of the oscillator?

Answers to the above questions afford us a better understanding of LC oscillators
and enable us to predict the exact oscillator performance without resorting to numerical
simulation.
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7.1 INTRODUCTION

The importance of phase noise in oscillators in RF and other communication circuits
has made it one of the most extensively studied subjects in eectronics. Journa pa-
pers on the subject [1-10] can be found from each of the last six decades, the earliest
one [1] being as old as 1938, and the latest [10] as recent as 1998 The fact that papers
on LC oscillators, too numerous in the last 60 years to cite exhaustively, keep appear-
ing, sarves to underline the fact that existing theories on phase noise have not been
universally found satisfactory.

Experimentaly, the qualitative behaviour of phase noise has been well known. An
oscillator's output power spectrum consists of a peak a the carrier frequency (main
oscillation, angular frequency o), surrounded by a noise skirt symmetrical to the
carier frequency. Irrespective of the exact implementation, the noise skirt has the
following characterigtics:

= The noise spectra density is inversely proportiona to the frequency offset from the
carrier, except very close to the carrier frequency, where the influence of up-con-
verted flicker noise dominates or the presence of the strong carrier begins to limit
the measurement accuracy.

= The same noise manifests itsdlf in the time domain asjitter around the oscillation’'s
zero-crossing points, which can only be caused by noise in the phase of the oscil-
lation rather than that super-imposed on its amplitude. Oscillator noise is therefore
usually referred to as phase noise. The assumption of phase noise implies that the
sideband spectrum above and below the carrier frequency must be equal in ampli-
tude and opposite in sign. It also implies that output noise is multiplied with rather
than added to the carrier.

m |t is widely believed [11] that doubling the quality factor of the LC tank roughly
improves the oscillator’s carrier-to-noise spectrd dengity (C/N) ratio by 6dB, a-
though systematic experimental verification of such a belief is hard to find in open
literature.

Today, RF oscillators are implemented with high-quality inductors and capacitors
outside the chip containing the active devices. This is the main reason for the wide-
spread efforts in the integrated circuit community to improve the quality of fully in-
tegrated inductors on silicon, especidly in the last few years [11-25]. Despite the
avaanche of research papers, the quality factor Q of on-chip inductors a 1 GHz has
hardly improved by a factor of two (from @ <3to Q < 6)in the last 10 years. Re-
ported N/C ratios, however, vary by as much as 20dB at 100 kHz offset. This under-
lines the fact that other factors than the Q of the tank also affect the N/C ratio strongly.
Our understanding of these factors seems a times confused.

The confusion stems mainly from the inadequacy of existing phase noise models. In
the next section, we will review typical existing models and analyze their weaknesses.
Thiswill befollowed by our own analysis of atypica LC oscillator. The example used
is the well-known Colpitts oscillator implemented with MOS transistors. The anaysis
starts in Section 7.3 with the general description of steady-state oscillation and the
derivation of the exact oscillation amplitude as afunction of circuit parameters. It will
be followed by Section 7.4, describing the response of the oscillator to a small, deter-
ministic interfering signal. Section 7.5 identifies the spectra density of al white noise
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sources, leading to an analytical expression of oscillator output noise-spectral-den-
Sity-to-carrier ratio that is completely determined by circuit parameters. Experimental
results will then be presented to validate the analytical expresson, before the latter is
used in the discussion of the exact design of RF oscillators.

7.2 THE WEAKNESSES OF EXISTING PHASE NOISE MODELS

Existing models in the last six decades can be grouped by the four typical methods
used to derive them:

s Linear, frequency-domain analyses with noise sources additive to the carrier signal,

® linear, frequency-domain analyses with noise sources additive to the phase of the
carrier,

» time-domain analyses with noise sources additive to the carrier signdl,
» time-domain analyses with noise sources additive to the phase of the carrier.

Since al the models set out to fit the well-known experimental observations de-
scribed in the previous section, the resulting expressons do qualitatively predict many
aspects of phase noise behaviour. It is in the validity of the reasoning that led to those
expressions that we find serious weaknesses.

721 Linear, frequency-domain analyses with noise sources additive
to the carrier signal

Linear analyses simply assume that noise is superimposed on the carrier and the trans-
fer function from the noise source to the oscillator output is that of the resonator tank,
modified by the equivalent linear transconductance of the active device. Fig. 7.1 shows
the equivalent circuit of the simplest case [9]. The V- characterigtic of ared active
device, on the other hand, can generally be depicted asin Fig. 7.2, the ~ shape serv-
ing as a necessary feature to limit the oscillation amplitude [26]. The negative dope
representing the negative (trans)conductance required for start-up is usualy found in
the middle. Since this V- curve is usually highly nonlinear, the approaches to the
equivalent linear transconductance (g,,) have been different.

L C::R[]

Figure 7.1 Simple model used in typical linear analyses.
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Figure 7.2 Typical description of VI characteristic of an active device and its average
gm for a large signal. Practical transistors can be even more nonlinear. Ig and Vg are
the bias current and voltage, respectively.

Earlier analyses [2] dlow the equivalent g, to be quite different from the critical
transconductance (gn.) required to cancel the loss of the tank exactly. Such analyses
result in models that generally predict a bandpass characteristic centered at the carrier
frequency, flat a frequencies immediately adjacent to the carrier and rolling off at 6 dB
per octave a higher offset frequencies. The corner between the two offset frequency
ranges is typically of the order of the carrier frequency divided by the Q of the passive
tank. One of the serious problems with such a modd is that the predicted corner
frequency, which can be 10MHz for a 1 GHz oscillator and a Q of 100, is never
observed in practice.

To fit them to experimental results, later analyses [8,9] assume that the transcon-
ductance (or gain) of the active device, seen by the noise signd, is exactly the same
as that for the carrier, which in turn must be the same as that required to cancel the
tank loss in steady state. The resulting equivalent circuit is an ideal, zero-loss linear
resonator. The inverse dependency on offset frequency is now present al the way to
the carrier.

The fundamental objection to the use of the carrier’s gn is that the latter is only a
crude large-signal concept indicating the ratio between the fundamental component of
adistorted output current of atransistor and the voltage applied to its input. The noise
component, being asmaller signal a adifferent frequency and phase, does not traverse
the nonlinear V-l curve in Fig. 7.2 in the same way as the carrier, even though it is
superimposed on the latter. The distortion it experiences, or the average gn, applicable,
will therefore also be different from that of the carrier. A specific example of the
CMOS Colpitts oscillator will be shown later to underline this point. If one still insists
on linear superposition of the carrier and noise, there is no morejustification left than
the need to fit the theory to the observed 1/Aew characteristic. Even o, consistency
then requires that the small-signal g,, a the center of Fig. 7.2 be used, because the
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noise signal is a very small signal. However, the smal-signal g,, at the center is
necessarily several times larger than the critica g, (gme), Otherwise oscillation would
never have started! Further evidence that the type of linear analysisin [8,9] is wrong
liesin the fact that it predicts aresponse 6 dB too high at low offset frequencies. This

last point will be shown later in this paper.

Fundamental objections can aso be raised about the linear models for what they
predict. If noise were merely added to the oscillation signd, it would not cause the
zero-crossing-point jitter normally observed, even if the 1/ Aw characteristic is given.
This is because the odd symmetry in phase with respect to the carrier frequency, inher-
ent to modulation in phase, is absent in the predicted oscillator noise spectrum.

7.2.2 Linear frequency domain analyses with noise sources additive
to the phase of the carrier

Papersin this class also use alinear model, but consider the noise sources to be added
directly to the phase of the carrier [6,7]. Theresult isbest known as Leeson’'s Model or
Leeson’'s Formula. Although its original derivation is a best heuristic, it has become
the most widely accepted moddl for phase noise in the last 30 years. In addition to
being widely used in industry, it has been adopted in severa reputable textbooks. The
reasons for its success seem to be three-fold: 1 It is derived from phase so that the
odd symmetry is assumed to have been taken care of. 2. The 1/Aw characterigtic is
there. 3. It predicts aperceived inverse dependence of the N/C ratio on the (loaded) Q
of the tank. It is up to the users of the mode to work out what the power level of the
signal (P;) and the effective noise figure (F) of the oscillator mean.

The fundamental problem with the model’s derivation lies with the noise sources.
For white noise to be additive to the phase directly, it must be located at places where
it can influence the frequency or phase-setting elements of the oscillator, such as the
junction diodes (intentional or parasitic) in series or pardlel with the main linear, pas-
sive tank. Oscillators with negligible nonlinear LC elements would have no phase
noise, or zero effective noise figure F, if we have to express the noise in terms of
Leeson’s model, but we know this would contradict reality. Even for oscillators with
nonlinear capacitors, it is quite unclear why the phase or frequency shift caused by
white noise on the reverse bias of ajunction diode would have to do with anything
other than the C-V characteristic of the capacitor and its importance relative to other
linear capacitors in the tank in determining the oscillation frequency. The introduc-
tion of P; into the “input phase nois seems totally arbitrary, even though doing s0
results in amode that seems to reflect its role in the final expression of the N/C ratio
qualitatively. Numerica verifications with practical oscillators aso show that noise
levels associated with junction diodes are too low compared to the noise observed at
the oscillator output, not least because good oscillators are designed to minimize the
influence of parasitic diodes, and the bias circuits of frequency-setting varactors usu-
aly have lowpass characteristics with cutoff frequencies well below the oscillation

frequency.
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7.2.3 Time-domain analyses with noise sources additive to the carrier
signal

Typica anayses [4,5] in this group modd the nonlinearity of the active device with
athird-order term and describe the dynamics of the oscillator with a Van-de-Pol dif-
ferential equation driven by the noise source. Without pinpointing the precise flawsin
those usually complicated derivations, it suffices to say that aconstant term (yin [4])
is usually defined which is of the order of magnitude of the relaive difference between
the small signal g of the active device and gmc. This term divided by Q defines the
corner of the relative offset frequency (i.e. relative to the carrier) of the final output
noise spectrum which has a bandpass shape. Again, the flat portion of the spectrum
below such a corner frequency is never observed in practical oscillator measurements.

7.24 Time domain analyses with noise sources additive to the phase
of the carrier

In the mogt recent theoretica journal paper [10] on this subject, a generd theory is
proposed which claims to be gpplicable not only to LC oscillators, but dso to al other
types such as ring oscillators. We restrict the focus of our discussion on LC oscillators.
The main weakness in the reasoning in this paper lies in the assumption that interfer-
ence is added to the phase. The example given to support such an assumption is an
ided tank, excited by acurrent impulse. The sinusoidd signa after a charge has been
deposited on the capacitor by the impulse is phase-shifted and changed in amplitude
relative to the sinusoidal signal before the impulse, were the latter to continue. It is
correct that both the phase shift and the amplitude change are periodic functions of the
time of the impulse, athough the statement that at maximum phase shift the amplitude
change is zero iswrong, becauseit is not possibleto add energy (QAgq/C + Ag?/2C,
if Q2/2C is the total energy before the injection of charge) to an ideal tank without
changing the amplitude of the oscillation, no matter when the small charge Ag isin-
jected into the tank. The critical step of the paper’s argument comes when it is Sated
that some form of AGC action always exists in an oscillator so that the amplitude
finally settles back to the same value independent of the impulse. For the ided LC
tank this statement is clearly wrong. For the lossy tank in a practicd oscillator this
may be true, but we need to highlight the word finally, for it usualy takes hundreds
of oscillation cycles for the impulse to settle (precisely because AGCs, if needed, are
designed to be insensitive to small-signal, high-frequency perturbations). Thisisin
stark contrast to the case of ring oscillators constructed by CMOS inverters, where the
AGC function may consist of clipping at areference voltage such as the power supply,
which may be achieved within the same oscillation cycle.

Since the impulse response of the amplitude does not decay to zero instantly, it
contains as much information about the overal response of the LC tank to the injected
current as the phase impulse response k4(¢) constructed in [10]. The same comment
holds for the convolution between the impulse responses and the injected continu-
ous-time current signal, which results in the amplitude and phase responses defined
in [10]. The two responses are dso strongly correlated. Throwing away the amplitude
response, as it has been done in [10], destroys a part of the information needed to
re-construct the overal response. The nonlinearity required to convert additive noise
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to phase noise and generate the double-sideband spectrum is thus created more by the

AGC assumption than any red transistors. To demonstrate further the fallacy of throw-
ing away the amplitude response and using only the phase response to construct the
output spectrum, we note that even for an ideal, passive LC tank with zero loss and

resonance frequency wy, perturbed by an ided sinusoidal current source a wo + Aw,
aresponse will appear at wp — Aw according to [10]! Genera theorems about linear
systems and the specific solution to the linear differential equation with a sinusoidal

driving function tell usthisis not possible.

Evenif aninstantaneous AGC did exist, the mode still has a serious problem. Since
the derivation is independent of the offset frequency Aw, it should be valid even at
offsets reasonably far outside the tank’ s passband, where the tank impedance becomes
very low. For ahigh- Q tank, the voltage produced on the tank by an interfering current
is 0 small at high offsets that the AGC should not have any influence. The attenuation
is dso going to be o high that the active device will not havesufficient g,, to produce
enough current to counteract the injected current. In such a situation, onewould expect
the relationship between the interfering current and the voltage it produces on the tank
to be the same as that of apassive tank without the active device. Inthis case, the model
based on the linear analysis [9] must be valid, athough the resulting interference can
no longer be called phase noise due to the absence of the image sideband. The result
of [10] in this case is wrong by a factor of two.

Most models described above attempt to be general. In doing so they fail to include
information on parameters vital to the use of the models. A typical exampleis the f-
fective noise figure F, which must be calculated taking into account all noise sources,
their location in the circuit and the amount of distortion the noise experiences prior
to reaching the tank. Another example is oscillation amplitude or power, which may
depend on the Q of the tank. With the effective noise source and oscillation amplitude
as intermediate variables, the exact relationships between N/C ratio and the circuit
parameters such as tank loss, L and C values and transistor gy, are obscured. This
sometimes makes the models open to interpretation, which is not entirely satisfactory
to the designer.

In the following, we take the approach of analyzing a very specific oscillator, the
Colpitts oscillator in Fig. 7.3a, in the time domain, so asto remove as much ambiguity
about the assumptions as possible. Generdlizations will be made only after the specific
caxe is well established. Noise currents or voltages as they are introduced by the
sources such as resistors and transistors are treated exactly as they are in the physica
redity: additiveto the carrier signal.

7.3 GENERAL DESCRIPTION OF LC OSCILLATOR OPERATION AND
DETERMINATION OF OSCILLATION AMPLITUDE

Before one attempts the analysis of the influence of noise on oscillation, it is helpful to
study first how atypical LC oscillator operates in steady-state. In the CMOS casg, the
study will aso have the benefit of revealing an analytical expression for the oscillation

amplitude [27]. The determination of the CMOS LC oscillator amplitude had always
relied on some form of numerical solution. The most straight-forward method is to

use acircuit smulator such as SPICE. An earlier analysis [28] shed some light on the
way aMOS transistor operates in a Col pitts oscillator, but stopped short at parametric
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Figure 7.3 (a) Minimum representation of a Colpitts oscillator. (b) Equivalent circuit
with transistor represented by a linear transconductance. (c) Equivalent negative resis-
tance model of oscillator.

equations that require numerical solutions to obtain oscillation amplitude. The prob-
lem with numerical solutions, however, is that insight into the way circuit parameters
affect the final amplitude is partialy or completely lost.

Standard descriptions of LC oscillators are usually limited to the necessary condi-
tion for oscillation. For small signals, the MOS transistor can be modeled as a linear
gm> as shown in Fig. 7.3b. All the resigtive losses of the tank have been lumped into
asingle resistor R;. The transistor forms a positive feedback loop with capacitors
C) and C;. The eguivalent impedance Zz looking to the right of the dashed line in
Fig. 7.3b contains a negative real part:

14 1 1 1 8m
Zp=—=—— —R)= - .
R=T 7 joC TR =t jwC;  @?CiCy

(7.1)

The necessary condition for the oscillation to start is that the totd resistance in the
equivaent LC tank in Fig. 7.3c be negative,

gm > gme = W4C1C2R; 1.2)

where gme is defined as the critical transconductance for oscillation, and wp = 1/4/LC
is the tank’s angular resonance frequency. The negative middle term in the circuit’s
characteristic equation results in the latter’ s complex conjugate zeros having apositive
real part. The zero-input response of the circuit is therefore an exponentialy increas-
ing sinusoidal oscillation. Equation (7.2) does not tell us whether the oscillation will
stabilize to a particular amplitude.

During start-up, the average current in transistor M; may not be the same as the
hias current. The difference between the two flows into the capacitive network formed
by €1 and C», causing the DC hias voltage between the gate and source of M, Vg, to
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shift. This will in turn change the average current in the direction of the bias current.
The steady state is reached when the two are balanced. Although the non-linearity of
My’s V- characteristic results in many harmonicsin M;’s drain-source current, the
latter is periodic in Steady Seate. Fourier series expansion can therefore be used in the
analysis. The steady-state oscillation amplitude between M,’s gate and source, V.,
and the DC hias Vg are bound by two constraints if the quality factor of the passive
tank is high, 0 that the voltage on M;’s gate is practically apure sine wave.

1 The average current through M, is equa to the bias current Iy. (Io corresponds to
Ig inFig.7.2)

2. The ratio between the amplitude of M,’s AC current and that of its gate-source
voltage is exactly the transconductance of the passive tank between the V, branch
and the I, branchin Fig. 7.3b at resonance, which happens to be gnc.

These two congtraints dlow us to set up two equations to solve for the two un-
knowns in steady-state oscillation, the bias voltage Vg and the oscillation amplitude
Vin.

Since the values of the passive components in the tank and their resistive loss,
which (we will show) have a direct impact on oscillation amplitude, typicaly have
tolerances of 5-20 %, an analysis with much greater accuracy is unnecessary for prac-
tical purposes. This provides uswith thejustification to describe M,’s I-V relationship
with the simple squarelaw,

(ETR N

Ips(6) = 5 [Vest)+ Ve = V1], (71.3)

where V,,(¢) is the AC part of the gate-source voltage and Vr isthe threshold voltage,
below which the transistor cuts off and the current equals zero. The samejustification
aso alows us to assume that because the tank’s quality factor Q is usualy high,
harmonics in M, ’s drain-source current Ips have been sufficiently filtered by the tank,
S0 that Vge(r) is apure sinewave. We shall experimentally verify the errors caused by
such simplifying assumptions later.

If the steady-state bias (Vg — Vr) is greater than V,,, as depicted in Fg. 7.4a 0
that Vis(r) = Vi cos(wot) Never causes the transistor to cut off, then the average current
through M; is given by:

[Vin coswgt + Vg — Vr1?dt

Ipve =

S
I
2§
o O
[S ¥R~

2
= wOﬂV /[coswot—x]zdt A/ "'(1+2 2) (7.4)




84 CIRCUITS AND SYSTEMS FOR WIRELESS COMMUNICATIONS

vgs(t)

> {

a

Figure 7.4 (a) Voltage and current waveforms when M is in amplifier mode. (b)
Voltage of f(x) and its approximation.

where X is defined as —T—-ﬂ and x < —1. The fundamental component of the AC
current at wg, on the other 'ﬁand isgiven by:

SN

T

7
= - /[coswot —x]2cosa>0tdt =—xp V,,2‘ . 7.5)
0

Multiplying 1., by the transimpedance between the I; branch and Vg branch in
Fig. 7.3b, we obtain the steady-state oscillation amplitude:

~xB V2

8mc

(1.6)

= Ly H(wo) =

Solving Egs. (7.3) and (7.6) jointly, we obtain:

2 me
=§,/zﬂ10-g,%,c = ﬂgv <-1. a.n

Re-organizing (7.7), the same relations can be expressed as.

3
BVm = ‘/E\/ 281y _grznc < 8me, OT gr%:c = grznO =28l < 53;2110 . (7.8)

From (7.7), we see that if one wanted to keep M, from cutting off, a combination of
asmall transconductance coefficient and alarge bias current would be the best way to
maintain asufficiently large amplitude. Themaximum V,, is reached when the second
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half of (7.7) is satisfied with equdity, in which case Viax = gme/B. Condition (7.8)
shows that the range for the nomina transconductance gng is very smdl, <o that a
20% increase in g can eadily kill the oscillation.

To ensure start-up, as well as adequate amplitude, practical oscillators are designed
to have a gy Severd times larger than g... In this case the conditions in Egs. (7.7)
and (7.8) are no longer satisfied, and transistor M; does get cut off during part of the
oscillation, as depicted by Fig. 74b. Egs. (7.3) and (7.5 must therefore be modified
to account for the time inwhich M, is cut off. Thisis done by reducing the limit of
integration to thetime M, ison:

1 Vr—V 1
t=—cos‘1( T ”) = —cos”}(x) —1<x<l1. .9
wo m wg

The average current through M; isnow given by:

cas lX

2
Ip = woﬂV / [cos(wgt) — x]2dt ﬁ27r [1+22x S_l(x)—%x\/I—ﬂ].
0

(7.10)

The oscillation amplitude, on the other hand, is given by:

COS -1
1 woBV2 o
Vin = Loy H(wp) = g—o—— f [cos(wot) — x]? cos(awot)dt
mc
0

X

A%

=——"7  _[2+xHV1-x2=3xcos(x)] . 7.11
37rst(2)C1C2 [( *) * ( )] ( )

Re-arranging Eqgs. (7.10) and (7.11), we obtain:

41, 77[(2+x2)v1—- 2—3xcos'1(x):'
3gme [(1 +2x2)cos=1(x) — 3xa/T— xi]

I
Vi = — f(x) =
8mc

Io(5+x) (7.12)
3RwiC1Ca |
(1+2x%)cos ™! (x) = 3x/T—x2
2ﬂlo &mo = g%(x) = il [ ] (7.13)
2
8mc 8mc

2 [(2+x2)~/1 e S cos“(x)]2

Even without solving Eq. (7.13) explicitly for x, it can be seen from Eq. (7.12) that
the oscillation amplitude is only aweak function of x, and thus aso of the duty cycle
of M;. Asx varies within its limits +1, the amplitude V,, varies by no more than
athird. One can thus say that V,, is roughly proportiona to the bias current Iy, and
inversely proportiond to the critical g,, for oscillation, gm... Fig. 7.5 compares the
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exact function f(x) and its approximation (S+ x)/3 in Eq. (7.12). The maximum
difference is less than 2%, occurring a x = 0, which is a negligible error in terms
of amplitude prediction. The approximate version of Eq. (7.12) has the advantage of
much greater simplicity.

201

fix)

e ST - (53
|

f(x), (5+x)/3
-

~1 0 1
X

Figure 7.5 Comparison of f(x) with its approximation.

Although asolution for x in explicit form is more difficult to obtain from Eq. (7.13),
it isonly afunction of M,’s nominal transconductance gy normalized to the g of
the passive tank. Thus x needs to be solved only once numerically versus a useful
range of normalized g0 and can be looked up once the ratio between g0 and gy IS
known. Fig. 7.6 shows the caculated x, as well as the corresponding duty cyclea =
2t/T =cos™ ' (x)/m versus (gx0/8mc). Note that the horizontal axisis on logarithmic
scaleto alow thelow gm0/ gme region to be better displayed. It can be seen that both x
and the duty cycle are relatively steep functions when the normalized g,,¢ of M islow.
For a gmo/gme ratio of 3, which can easily be expected for practica designs, x = 0.2
and o = 44%. The improvements of X and & are much slower beyond gmo/gme > 3,
resulting only in 0.5 < x < 1 and @ < 33% 0 that setting M,’s transconductance
much higher than the g, of the tank is inefficient as far as achieving better amplitude
is concerned. The limit in V,, is achieved when gmo/gmce tends to infinity, in which
case X tends to unity and

_ 21y
8mc
It is interesting to note that this limit is independent of the detailed parameters of
M. Infact, the limit is exactly the same if M, in Fig. 7.3ais replaced by a bipolar
transistor [26]. It is adso worth noting that the duty cycle of M;is 0% in the limit
and only 33% for gmo/gme = 5. This indicates that the active device, be it MOS
or BJT, operates deeply in class-C mode in a typical LC oscillator. In other words,
the active device behaves more like a switch than an amplifier. To demonstrate this,
we replace the active transistor in the Colpitts oscillator by a switch in series with a
current source Ipulse, @ shown in Fig. 7.7a The threshold of the switch is st relative
to the s-node of the circuit. If Zpuse is larger than Zo, the DC voltage across capacitor

Vin (7.14)
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Figure 7.6 Parameter x and duty cycle as a function of normalized nominal g, of
anr!] ¥

C will change relative to the threshold of the switch so as to redtrict the period the
switchisturned on. The constraint is that the average current through the switch equals
the biascurrent, Ipuse -27/T = Ip. If we increase the available current Iyye further
and further, the duty cycle of the switch becomes smaller and smaler, as depicted
by Fig. 7.7b, until the current through the switch becomes a Dirac function of area
IoT . Thus, irrespective of how the switch is constructed, as long as a large current is
available during its on-period, the limit of the oscillation amplitude is.

1\2 [ : 21y
Vi = ( )?ff‘,?'a{f)e_f‘“”’dr =2 (7.15)
)

gﬂ?('

gmr‘

Figure 7.7 Thought experiment: Colpitts oscillator with ideal switch (a). Current vs.
duty cycle (b).

The examples of BJT and MOS implementations show that the details of the switch
construction determine how fast the limit in Eq. (7.15) isreached. Aslong asthe active
device, be it BJT, MOS or any other switch-like transistors, has sufficient transconduc-
tance, the details are unimportant, as the amplitude will be close to the limit set by
Eq. (7.15). In practical designs, insight into the approximate amplitude dependence

87
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on the circuit parameters can be obtained from Eqg. (7.15), whereas a more precise
estimate can be obtained from Eg. (7.12).

To verify Eq. (7.12), SPICE simulations as well as experiments have been per-
formed. The simulated amplitude agrees with Eq. (7.12) to within 1% for Q > 50.
For amoderate Q of around 10, the simulated amplitude is about -2 dB below that
predicted by Eq. (7.12). To perform controlled experiments, a 78 MHz Colpitts os-
cillator is constructed as shown in Fig. 7.8, where the values of the main oscillator,
as well as those of biasing and coupling components, can be found. The choice of
the oscillation frequency was made to be sufficiently low to alow values of the res-
onator inductor and capacitors to be much higher than board-level parasitics, and yet
sufficiently high so that the conclusions from the measurements can be extrapolated to
high-frequency oscillators in the low gigahertz range. Other reasons against choosing
amuch lower frequency include suitability to high-frequency instruments that prefer
circuits with low impedance levels in genera, and oscillation frequency drift during
the required measurement time for the same relaive accuracy. Avoiding interferences
caused by strong broadcast stations was dso acongderation in the choice of the oscil-
lator frequency.

Spectrum
— In Analyzer In —.
(or Scope)

Rbi| |ek@ | 470F 40 Re
¥,

Cut hi

Spectrum |
“a i 47pF Hb2 500 Analyzer |[5002 Ficg

Figure 7.8 Colpitts oscillator constructed for measuring amplitude and duty cycle, as
well as the responses to injected sinusoidal current.

The transistor M; has a transconductance coefficient of 90 wA/VZand was pro-
duced in a 1 um CMOS process. Before mounting the transistor, the equivalent par-
dle resistance R, of the tank at resonance has been measured, and the value of the
parald resistance, R, is selected accordingly to make theresulting R, exactly500 €2
(or gme = 2mS) at resonance. The gate hias voltage is adjusted by means of Rz to
ensure that the measured DC current through M;is 05 mA during steady-state oscilla-
tion. The corresponding gmo = 6.7mS. According to Fig. 7.6, x = 0.275 and the duty
cycle @ = 0.41, whereas the oscillation amplitude is 0.44V according to Eq. (7.12).
Fig. 7.9 shows the measured steady-state source and drain voltages of Mj. The oscil-
lation amplitude at the source is450 mV, whereasthe duty cycle, measured asthe time
between die two cursor positions of the drain voltage waveform divided by the oscil-
lation period, is 0.414. Further measurements of a similar oscillator for four different
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&me's VErsus bias current from 200 wA to 5mA {27] show that the amplitude predic-
tion by Eq. (7.12) is dways within 1 dB of measured values. Since normal tolerances
of both the resonance and the loss of LC tanks, whether made of SMD components or
integrated on silicon, can easily be 5-20 %, the tolerancein gmc Can easily be a cou-
ple of dBs. The accuracy of Eq. (7.12) is therefore as good as necessary for practical
design purposes.
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Figure 7.9 Measured oscillation waveforms. Channel 1: M;’s drain voltage repre-
senting its drain current. Channel 3: M 's source voltage.

In the above oscillaion amplitude derivation, the fact that signds are al periodic
in the oscillator is exploited. An aternative way to derive the oscillation amplitude,
which will adso prove useful for analyzing small interfering signals at frequencies
different from the main oscillation, is to represent the Colpitts oscillator in steady
state by a conceptually equivalent circuit, as shown in Fig. 7.10. To avoid the difficulty
asociaed with the piece-wise representation of s V- characteridtic, we represent
the cut-off period of M, with the switch shownin Fig. 7.10, driven by agating function
having the same frequency as the main oscillation, but with an unknown duty cycle
a =2t/T =cos~!(x)/m. The current fed into the passive tank, I(t), can now be
represented as.

o0 . .
L) = E[Vm cosawgt + Vg — Vri*- l:z—t + Z Mcos(iwot)] . (7.16)
2 T im

i=1

The first term is the usual square-law V- relationship for MOSFETS, except that we
assume it is valid even if the sum inside the first brackets (the effective gate overdrive)
is negative. Since the second term in Eq. (7.16), which represents the gating function,
becomes zero whenever the effective gate overdrive is negative, Eq. (7.16) isthe same
as the usual piece-wise representation of the MOS transistor’s V- relationship. This
isillustrated in Fig. 7.11.
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Figure 7.10 Equivalent representation of the Colpitts oscillator in Fig. 7.3a.
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Figure 7.11 Voltage and current waveforms showing that the piece-wise nature of
Mi’s current can be represented by Eq. (7.2).

With Eg. (7.16), the DC and fundamental frequency components of the feedback
current can be worked out by pure trigonometrical manipulations. It can be shown that
the amplitude and duty cycle worked out this way are identical to those obtained by
the earlier Fourier series expansion method. The advantage of Eq. (7.16), however, is
that signals that are additive to the main oscillation but are not necessarily periodic in
the latter's period can be analyzed, as long as their amplitudes are sufficiently small
compared to the main oscillation, so that the frequency and duty cycle of the gating
function remain practically the same.
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74 OSCILLATOR RESPONSE TO AN INTERFERING CURRENT

Having established the oscillation amplitude as a function of the tank and transistor

parameters as well as the bias current, and re-emphasized the fact that the active device
in most high-Q LC oscillators operates in class-C mode, we are now better placed to

tackle the phase noisein LC oscillators. Earlier on we objected to thelinear analysis of
phase noise, which assumes that an interfering signal (sinusoidal current for example)
will generate aresponse (voltage) on the tank, and that the transistor acts like a linear
transconductance equal to the critical gy, of the tank so that the equivalent tank loss

is zero. To demonstrate that this is wrong with a concrete example, we return to the
Colpitts oscillator and assume that an interfering voltage, V, cos[(wq + dw) + ¢, 1, 1S
present at the gate:

Ii(t) = g{Vm cos(wot) + V, cos[(wp + Aw)t + @, 1+ Vg — Vr)?

21 = 2sin(iwpt) .
: [T + Z —0 cos(zwot)] . (7.17)

i=1

Expanding Eqg. (7.16) and collecting current terms only a wg + Aw, wefind:

L(wo+ Aw)t] = [3% [(2+x2)\/ 1 —x2 —3xcos‘l(x)] + %(l —x2)%]

BVin
2

Combining (7.18) with (7.11), we obtain:

L[(wo+ Aw)t] = l:gmc + %‘;_m(l —x2)%:| Vucos[(wp + Aw)t + ¢y ] . (7.19)

Vucos[(wo + Aw)t + ¢,] . (7.18)

Equation (7.19) clearly shows that, except in the very specid case of |x| = 1, the
equivalent transconductance of M to the interfering voltage V, is not exactly the
critical gy, required to cancd the tank loss. In fact, for small values of x, the second
term in the square brackets in (7.19) is usually much larger than the first term.

Equation Eq. (7.16) aso shows the more fundamental flaw of the linear analysis. If
an interfering voltage at wo + Aew indeed appears, the resulting current will not only
have acomponent at the same frequency, but aso one a itsimage frequency, wp— Aw,
due to the gating function. This second component will be fed back to the tank and
generate a voltage component at the image frequency, so that a double-sideband re-
sponse will result even if the interference is only single sideband. The voltage at the
image frequency will in turn be modulated by the gating function, to create its own im-
age, that is at the original interfering frequency o + Aw. It is the interaction between
the component at wo + Aw, Which we refer to as the response, and the component
a o — Aw, Which we refer to as the image, that holds the key to al the phase noise
behaviour which we have been trying to understand.

To analyze this double-sideband response to a single-sideband interference, let us
inject a small current interference (shown in grey in Fig. 7.10), I, cos[(wp + Aw)t +
¢,), into the ssnodein Fig. 7.10. The main oscillation (carrier) serves as the reference,
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9 its phase is assumed to be zero. Although the phase of the injected current is not
important, we assume it is ¢, for the sake of generality. The process in which the
response and image are modulated back and forth is aided by the catalyst of the gating
function, o that it is reasonable to assume that the steady State is reached within a
small number of oscillation cycles. The imprecise word small is to be understood as
much smaller than the number of clock cyclesit takes for the response to an impulsive
interference such as individual bursts caused by white noise to decay significantly
on ahigh-Q (low loss) tank, s0 that steady-state analysis isjustified for bursty noise
sources. At this stage we only know that there will be a voltage response at both
wp + Aw and wg — Aw, but their amplitude and phase in steady dtate, Vi, ¢u, and
Vi, ¢, for the upper and lower sidebands, respectively, are unknown.

Vgs(t) =Vi(t)—- Vs

= Vjp cos(wpt) + V,, cos{{wg + Aw)t +¢,] + Vi cos[(wp — Aw)t +¢1] .
(7.20)

Assuming that V,, and Vi are much smaler than Vi, and referring to Fig. 7.10, the
feedback current I in steady Sate is given by

L) = g { Vin cos(wot) + Vi, cos[(wg + Aw)t + ¢, ]

2T =2 2sin(iwgt)
2
+Vycos[(wp — Aw)t + ¢ 1+ Vg — Vr) -[7+§ —

i=l1

cos(iwot)]
2t
O<a= T < 100%,— |xj < 1) . (7.21)

Expanding Eq. (7.21), we find that only the terms at the carrier frequency wy, inter-
ference frequency wg + Aw and the image frequency wo — Aw are worth collecting,
because they will be fed back to the gate of the tank to sustain the oscillation and in-
terfering voltages. Those terms containing second-order combinations of V,and Vi
can be neglected because they are much smaller than the rest. The terms around DC
and higher harmonics of wg can aso be neglected, because they will be heavily attenu-
ated by the high-Q resonator and will not produce much voltage at the gate. Thus the
significant part of Iy, 1] is given by:

() = %’1 [(2 +x/1-x2-3x cos"(x)]

“{Vim cos(wot) + V, cos[(wo + Aw)t + ¢u] + Vi cos[(wo — Aw)t + ¢}
+ %(1 — ) (V, cosl(wp + Aw)t + ]+ Vi cosl(wp — Aw)t + 1]
+ Vi cos[(wo + Aw)t — L]+ Vi cos[(wo — Aw)t — ¢, ]} . (7.22)

Applying Kirchhoff's current law to the snodein Fig. 7.10, we have:

av, v,
L@+ L)+ C i CZF—O (7.23)
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[t can be shown that for Aw <« wg,
dv dvy _

. _c, =
C1 dt 2dt

2(C1 + CHAw{Vy sin[(wo + Aw)t + ¢y ] — Vi sinf(wo — Aw)t + ¢1])
— RsC 2 { Vin cos(wot) + Vi, cos[(wo + Aw)t + ¢, ] + Vi cos[(wp — Aw)t +¢L]} .
(7.24)

Combining Egs. (7.11), (7.22) and (7.24) into Eq. (7.23), we obtain:

%( 1—x))3 {V, cosl(wo + Aw)t + ] + V1 cosl(wp — Aw)t + 1]

+ Vi cos[(wp + Aw)t — @1+ Vi cos[(wp — Aw)t — ¢y}

+2(C1 + C)Aw{V, sin[(wo + Aw)t + @] — Vi sin[(wo — Aw)t + L1}

+ Iy cos[(wp + Aw)t + ¢p} = A - cos[(wp + Aw)t] + B - sin[(wp + Aw)t]

+C - cos[(wp — Aw)t]+ D -sin[(wg — Aw)t] =0. (7.25)
For Eq. (7.25) to be vaid a dl times, the coefficients for the sine and cosine terms at

both frequencies must be zero. This provides us with four smultaneous equations to
solve for the four unknowns in steady state, Vi, ¢y, Vi, and ¢r.

A= ﬂV"' 57 - ¥2)3 [V cos(@r) + Viscos(@u)] + 2(C1 + C2) Aw Vi sin(@y)
+ I,, cos¢, =0, (7.26)
B =%(l —xD)I[Vysin(@r) - Va sin(¢y)] + 2(Cy + C2)AwV, cos(¢y)
—I,sing, =0, .27
c =%’1(1 — x%)I[VL cos(@r) + Vi cos(@)] — 2(C1 + C2)AwV sin(@L) =0
(7.28)
D =f;—§;ﬂ( 1 —x®)3 [V, sin() — V sin(gr)] — 2Ci + C)AwV cos(py) = 0.
(7.29)
Solving Egs. (7.26)7.29) jointly, we find:
3
| BVm =D | _
¢ = tan [_—3N(C1+C2)Aw:l ¢n+kr  k=0,1,2... (7.30)
¢« = m—¢r—¢ wherep, =tan™" [M] (7.31)
BVm(1 —x2)2
Vi = V,cosg, (71.32)
12
V2 = n
“ [2(C1 + C2)Aw]?[1 4 3cos?(¢.)]
_ 2 [BVm)2(1 — x2)3 +[6m(C1 + C2)Aw)? (7.33)

[2(C1 + C2)Aw) {4-[BVnA]2(1 - x2)3 +[67(C1 + C)Aw]?}
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Usually the offset frequency is relatively smal, 6x(Cl+ C2)Aw K BVpn(l — x2)%,
S0 that the upper- and lower-sideband responses are equa in amplitude and 180° out
of phase, as shown by Egs. (7.31) and (7.33). Thisisjust the same as what would be
created by amodulation in phase, so that additive interference does create modul ation
in phase, due to the nonlinear and switching behaviour of M;. For the same low offset
frequencies,

2
V2 Iy or V= _
“ O 42C1+ C)Aw]? 4.(Ci +CAw

Note that V, in Eq. (7.34) is haf of what would be predicted by a linear analysis.
The upper-sideband response is indeed inversely proportional to the offset frequency,
as has been well known experimentaly. This inverse dependency does, however, not
continue uninterruptedly, according to Eq. (7.33). At sufficiently high offset frequen-
cies outside the passive tank’ spassband, 67(C1+ C2)Aw > 28Vim(1— x%)3 and the
transistor no longer hassufficient g, to provide any significant feedback to counter
the interfering current, so that the relationship between the latter and the voltage re-
sponse is purely that of a passive tank, and the image sideband disappears, according
to Egs. (7.32) and (7.33). The result is now identical to that predicted by a linear
analysis:

(7.34)

In

N 7.3
2. (C1+CAw (7.35)

u

Thetransition point where the image s deband response V;, becomes 3dB smaller than
the upper sideband response V,, can aso be derived from (7.32):

—3¢8 _ BVm(l —x%)3

A Prmi 7"
@ 67(C1 +C2)

(7.36)

For oscillators with 100% current duty cycle, x < —1, the corner frequency is zero
and the noise remains additive, because there is no more gating function and the squar-
ing nonlinearity of the MOSFET only trandates the upper-sideband interfering signal
to frequencies around DC and the second harmonic of the carrier, which will be sup-
pressed by the carrier. When x tends to 1, as in the case of alosdess resonator, the
corner frequency also tends to zero and the output noise remains additive. For most
practical oscillators |x| < 1 and noise becomes multiplicative, affecting the phase of
oscillation. The —3 dB offset frequency given in Eq.(7.36) is usually too high to be
observed in normal phase noise measurements, because the sideband spectral density
at such afrequency is aready well below the noise floor of the measuring instruments.
It is important to note from Egs. (7.34)7.36) that the detailed transistor parame-
ters are only important in determining the boundary between the interferences that will
merely be super-imposed on the main oscillation and those that will cause the phase
of the oscillation tojitter. In the former case, the 1/Aw characterigtic is merely due to
the impedance of the passive tank, decreasing outside its passband. In the latter case,
it is the creation of the image response and the effective negative feedback loop be-
tween the signals at the two frequencies that are responsible for canceling any excess
gm Of M1 that is not needed for compensating the loss of the passive tank. Althoughin
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both cases the response isinversely proportiona to the offset frequency, the two cases
differ by 6 dB and cause very different disturbances to the osaillator. In the phasejitter
case, hoth the image response and its interaction with the response at the frequency

of interference are due to the active device' s nonlinearity, especidly the switching
action in most oscillators. Analyses attempting to bypass the explicit description of

the transistor’s nonlinearity (a dowly varying AGC is a linear device in this context)
therefore bypass the most fundamental mechanism of amplitude-to-phase-noise con-
version. This tends to result in shaky foundations even though the resulting models
of such analyses are good guesses for what ared osdillator’s noise spectrum would
look like. Our analysis shows that the modulation process is essentia, yet the exact
amount of M1’s g., and indeed the detailed shape of its large-signal V- characteris-
tic, are unimportant. Equations similar to (7.26)—7.29) can be set up for transistors
with quite different characteristics. While the corner frequency will now be different
from that given by Eq. (7.36), Eq. (7.34) will still result at low offset frequencies. In
this sense our andysis is general and is applicableto al high-Q LC oscillators.

To verify theresultsin this section, the oscillator in Fig. 7.8 is used to test its voltage
response to an injected deterministic current. Since the equivalent input impedance at
the s-node can be very high close to the resonance frequency of the tank, injecting a
well-known current is difficult. Instead of applying a current directly, we apply asinu-
s0idd voltage as shown, and measurethe voltages V;and V;. The Norton equivalent of
the circuit within the dashed box in Fig. 7.8 is shown in Fig. 7.12. Since the effective
injected current is given by Vi/Rs1, the impedance Z looking into the s-node of the
oscillator from the equivalent current source is the measured node voltage V; divided
by V;/Re1,Z = (V/ Vi)Rp1. Since for low-loss tanks the current flowing through C
and C, close to resonance is much higher than other current components flowing into
the s-node, the latter can be neglected and Vig(t) = (C1/C2) Vi (). The transimped-
ance Zr = Vg,/I, can therefore be measured rdliably, a least in the dose vicinity of
the carrier, viathe voltageratio (V;/ V). Close to the carrier, the applied signal lev-
es are kept very smdl to avoid pulling the main oscillation. As the offset frequency
is gradualy increased, the voltage response gradually becomes so small that it sinks
under the noise floor of the spectrum analyzer. The interfering signa leve is then
increased whenever necessary just to keep the spectral peaks representing the voltage
response above the noise floor by afew dBs. Also measured is the ratio between the
voltage response at the image frequency and the injected current, which we refer to as
the image transimpedance.

Figure 7.12 The Norton equivalent representation of the subcircuit devised to inject
controlled current into the oscillator.
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The measured transimpedances are shown in Fg. 7.13, against those calculated us-
ing Egs. (7.32) and (7.33). Also shown isthe straight line to which the upper-sideband
transmpedance is asymptotic at higher offset frequencies, which would result from a
linear analysis. The measurements and calculations agree to within 1 dB at low offset
frequencies and 2dB at high offset frequencies, which is remarkable over nearly 6
decades of offset frequency and 7 decades of impedance levels. Even more remark-
ableis the accurate prediction of the cross-over point a 1.3 MHz. This shows that as
long as the parasitics are small and the oscillator can be truly represented by Fig. 7.3a,
— the formulas derived above are very accurate.

1
lﬂ’l’\\ 2am(c + )
Cabulsied UpperSideBand

=" Cakulsted LowerSideband

Measured UpperSideBand
Measured LowerSideBand

Trans-Impedance {Ohms)
=]

Offset Frequency From the Carrier (Hz)

Figure 7.13 Calculated and measured voltage responses at both the upper sideband
and lower sideband, to injected current at the upper sideband (the circuit parameters
are slightly different from those in Fig. 7.9: V,,=0.37V and x=0.2.).

The significance of the theoretical prediction of the cross-over point and its accurate
experimental verification lies not so much in the 6dB difference in noise prediction
at higher frequencies as in being a litmus test of the rigorousness of the formulation
of our noise analysis. The cross-over point is usually so far away in relative offset
frequency from the carrier that the noise there and beyond is o low that it does not
affect any practical design. The fact that nobody ever noticed its existence before is
ampleproof of this. However, the two observations embodied in the conclusions of our
analysis and experiments are S0 fundamental and common sense that analyses leading
to opposite conclusions to any of the two must be based on fase assumptions. Thetwo
observations are that interfering noise close to the carrier causes phase modulation
that results in a double-sdeband response, and that interference far away from the
oscillation frequency is no more than an additive noise. In the latter case, the response
must be very similar to that of a passive tank aone.

A further point to note from Fig. 7.13 is that the 1/Aw characteristic continues dll
the way down to 100 Hz offset, where further measurement was prevented by the drift
of the free-running oscillator. An early measurement of a Clapp oscillator at asimilar
carrier frequency, locked to a crystal oscillator by a very-narrow-band PLL to reduce
drift, showed that such a 1/Aw characterigtic continues nearly to 10Hz. The experi-
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ments therefore demonstrate that analyses predicting a much higher corner frequency
are wrong. Below such offsets, pulling must be dominant so that the exact shape of
the phase noise should be immateria. At the high offset end, our measurements show
that the 1/Aw characteristic continues until 64 MHz, further than 2/3 of the carrier
frequency itself! No flattening is observed, so that part of Leeson’s description of the
phase noise spectrum s incorrect. Our experimental results are to be expected, though,
for it would be very hard to imagine what noise mechanism would create a response of
congtant amplitude on a passive tank, while the latter’s impedance gradually declines
to zero! The flat noise spectrum we sometimes do see in practica oscillators must
have come from buffers rather than the LC oscillator proper.

75 NOISE-TO-CARRIER RATIO IN A CMOS COLPITTS OSCILLATOR

The andysis of the oscillator response to a single sinusoidal current can easily be
extended to multiple signals at different frequencies. If the sum of al interfering
signals is small compared to the carrier, then one can assume that the interfering cur-
rent a each frequency will generate a pair of response voltages at the gate, and the
expression of M;’s feedback current is similar to Eq. (7.21), except now there are
many pairs of response voltages at the gate that are unknown to us. As long as we
can neglect the second-order combinations of interfering voltage components after ex-
panding the square-law function, the subsequent mathematical manipulations can be
considered linear, because the multiplication by the gating function only results in
frequency trandlations of each component. Thus each pair of voltage responses can
be solved individualy, and will be related to the individual current component in the
same way as described by Egs. (7.32) and (7.33). In this sense, the oscillator response
to composite current of different frequencies is the superposition of the responses to
current components at each frequency. This enables our noise anaysis to follow dl
the reasoning of noise analyses of common linear networks.

If the offset frequency is much higher than Aw=39B (Eq. (7.36)), the noise spectral
density of the oscillator's gate-source voltage at each frequency is simply given by
Eqg. (7.35) times the spectral density of equivalent noise current at that frequency. In
the much more important case that the offset frequency is below Aw=39B, the response
isgiven by Eq. (7.34) times the spectral density of equivalent noise current a the same
frequency plus the contribution due to the image of noise current component at the
other sde of the carrier.

L@+ Aw) I3 (w0 - Aw)
16-(C1 +C2)?Aw? * 16-(Ci + C2)? Aw?
, In(wo+ Aw) ]} (w — Aw)

8(C1 + C2)2 Aw?
In (7.36), C' represents the cross correl ation factor between the two noise components.
For white noise it is reasonable to assume that noise components at different frequen-

cies are uncorrelated to each other, i.e. C’ =0, 0 that the noise voltage spectra density
is given by:

V2 (wo+ Aw)

v, (1.37)

I
B-(C1+C? A0

V(w0 + Aw) = (7.38)
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Experiments will be compared to Eq. (7.38) later to verify the assumption C’ = O.
Now that we have established the relationship between the phase noise spectrum and
the input white noise current, what remains to be done is to identify al major noise
sources in the Colpitts oscillator. In the order of increasing importance, they are the
noise current associated with the bias transistor Mg, the noise current due to the loss
resistance R, of the tank, and the noise current due to the main switching transistor
M, . If we can convert all three sources into equivalent current sources as shown in
Fig. 7.14, then the total output noise can be easily obtained by applying Eq. (7.38).

Voo

1 JEW V) 12

Ls C1—r-

S
Re[] Co=t= B oM @ 13
T PP P

Figure 7.14 Colpitts oscillator with all noise sources represented as current into the
s-node.

Sincethedrain of My isdirectly connected to the s-nodein Fig. 7.3aand its current
is constant, the noise current due to Mp is the most straightforward, 12, = %L gy
The noise contribution of R can be worked out via the Norton equivalent current at
the snode. Representing the noise of R, as avoltage source and short-circuiting the
s-node, we can obtain the mean-squared current noise power spectral density (PSD)
of the Norton equivalent circuit near the resonant frequency, 73 ~ (wCz)?-4kT Ry =
(C2/C1)-4kT - gmc-

The time-varying nature of its drain-source current makes M; a more complex
noise source. Referring to Fig. 7.7b, the average drain-source current through M;
during thetime it ison is given by Eq. (7.39).

1() T 1
’ = I = 7.39
ml o fo (Zr) Iocos“(x) (7.39)

8kT 8kT 8kT T
2, = —pg = = — — . (740
I 3 &mi 3y 2P 1 0cos“(x) 3 gmov cos~1(x) (7.40)

The average white noise power spectra density during M,’s on-timeistherefore given
by Eq. (7.40). If atime-domain noise current n'(t) has the same power spectral density
as that given by Eq. (7.40), then the time-domain noise current for M; is equivalent to
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n'(t) gated by the switching function s(t) with duty cycle a = cos™!(x)/x.

O =r o] 43 2800900 (7.41)
n(t)=n T 2. P COSiuxy . .
Since n'(t) itself has a bandwidth much wider than the frequency of the gating func-
tion, the power spectrd density of n(t) around the oscillation frequency is approxi-
mately that of n'(t), given by Eq. (7.40), scaed by the duty cycle of the gating func-
tion [29].

8kT cos~1(x)

-1
9 €O0ST(X) o
In = T In’ = Tgmo T ’

(7.42)

A more accurate estimate of 2 is possible by splitting M;’s on-timeinto infinitely
small intervals, each dr wide, to alow the exact current to be used for each interval
instead of the average in Eq. (7.39). Since the noise contribution of each dz interval
can be calculated with a gating duty cycle of dz/ T, the overall noise PSD is the sum
of the individual contributions, which amounts to an integration that leads to

8kT VT=x2—xcos~1(x)
= )

I’ = TﬂVm

n

(7.43)

Since most practical oscillators aready have fairly low duty cycles, the difference be-
tween Egs. (7.42) and (7.43) isfairly small. For the circuitin Fig. 7.8, the overall noise
estimate using Eq. (7.43) is about 0.5 dB below that using Eq. (7.42). Equation (7.42)
istherefore more preferable because it gives more insight into the relationship between
noise and the nominal transconductance, as well as the current duty cycle. Both are
likely to be design parameters.

Replacing the noise current term in Eq. (7.38) with the sum of contributions from
the bias transistor, the resistive loss of the tank, and that of the switching transistor
M, we obtain:

V2(wo + Aw) = V(0w — Aw)

_ kT 2 + o)) +2 cos~!(x)
= 2 (C1+CoPha? | 38T\, )BT 3EmOy T

(7.44)

The ratio between the noise spectral density and the signal power can now be derived
by combining Egs. (7.12) and (7.44):

2. Vi{(wo + Aw)

£

3 \2 kT [wp\2|2 Ca 2 cos~!(x)
_(5_+x) —,5Qz(m) {58'"8*(?,)%*53"'0\/ - ,

(7.45)

N
E(Aw) =
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For small duty cycles, x is close to unity, and Eq. (7.45) is then approximately given
by:

N kT 7 wp \2]|2 Ca 2 cos—1(x)
Z(aw) = o ()| < =2 = gmoy| ‘ .
cA= 175 (3ae) [38"'”(0)8'””3 8y T (7.46)

To verify Eq. (7.45), the parameters in Fig. 7.8 were used to calculae the oscillator
output spectral density due to thermal noise sources. The noise contributions in the
square bracketsin Eq. (7.45) are 0.17 mSfor the 6 k<2 biasresistor, 2mSfor therest of
the resistive loss of the passive tank that had been measured before M wasmounted,
and 286 mS due to M,. The quality factor Q of the tank is dightly under 25. This
gives acalculated phase noise of —115dBc/Hz at 10 kHz offset. The caculated phase
noise is compared with measured results in Fig. 7.15, covering 4 octaves of offset
frequency range.
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Figure 7.15 Calculated and measured phase noise for the oscillator in Fig. 7.8.

Because the oscillator was designed to be rlatively high-Q (to be close to the prac-
tical Situation that has been assumed in the derivations of this paper), the overdl phase
noise is very low. The noise floor of the instrument and the onset of up-converted
flicker noise therefore limit the measurable therma noise region to the last two oc-
taves. This gives us three measurement points that are clearly on the 6 dB/oct line. To
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Figure 7.16 Measured output power spectrum for the oscillator in Fig. 7.8.

remove the influence of the noise from the instrument (HP 8563 E Spectrum Analyzer),

the latter is calibrated by measuring an 80 MHz crystal oscillator at the corresponding
offset frequencies. Since the phase noise of an 80 MHz crystal oscillator is better than
—110dB a 300 Hz offset [30], the measured noise at offsets above 1 kHz is effectively
that of the instrument. This uncorrelated noise contribution of the instrument is then
subtracted from the measured noise power a the 10kHz and 20 kHz offset points. As
istypical of most noise measurements, the repeatability of the measured noise power
spectrd density (with averaging) is about within 05-1 dB. The measurement accu-
racy of the points shown in Fig. 7.15 can therefore be considered to be 1 dB. Thisis
the same accuracy with which the caculated thermal noise line in Fg. 7.15 predicts
the measurement. The measurement at 1.25 kHz is 16 dB higher than that a 5 kHz,
showing this region to be strongly influenced by flicker noise. From the dope of the
measured noise PSD we can infer that the cross-over point between thermd noise
and flicker noise is around 15kHz. Adding the inferred flicker noise to the calcu-
lated white noise contribution, we have a calculated phase noise that dso agrees with

measurement within 1 dB for the first two octaves of measured offset frequency. This
can be seen as conclusive evidence that Eq. (7.45) accurately predicts the sideband

noise-to-carrier ratio, not least because there are no parameters used in the calculation

of Eq. (7.45) that have not been independently verified by measurement to the desired

accuracy first. Since the relaionship between an injected current and measured volt-

age response has aso been accurately verified in the previous section, the significance

of the measurement in Fig. 7.15 liesin verifying Egs. (7.36) and (7.38), as well asthe
power spectral densities of dl the white noise sources in the oscillator, especially that
of M; Equation (7.38) is 3dB bdow what would be predicted by alinear andysis
similar to Eq. 17 in [9]. Fig. 7.16 shows a measured spectrum of the oscillator.
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7.6 EXACT DESIGN OF RF OSCILLATORS

In addition to having been derived on arigorous basis, Eq. (7.45) is completely based
on circuit parameters known to the designers. This makes the discussion of the exact
design of RF oscillators most straightforward. Before this discussion, however, it is
interesting to compare Eq. (7.45) or Eq. (7.46) to the well-known Leeson’s formula,
which designers have been using for the last 30 years, to examine the dependence on
the resonator’s quality factor Q in particular. In Leeson's original paper, the signd
level P; at the input of the active device is not very clearly defined, so that it can
either be interpreted as the square of the oscillation voltage, or the power dissipated
by the resonator. In the former case we can see that for a constant oscillation voltage,
the noise-to-carrier ratio will only scale with the noise power given in Eq. (7.44),
which clearly does not scalewith Q2. In the latter case, Ps = (C1/C2)gme(Vin)?/2.
Equation (7.46) can thus be rewritten as

N awy = 2 Vil + Aa) (ﬂ)
C T (C1/CEmcVE \C2 )
_ T (o )2(g) ggma+(9)2+ggmo cos~!(x)
(Q)?P; \2Aw 6] 3 8me C 3 gme ;4
UTF [ wy \2
=———(— 7.47
(0)? P 2Aw) (7.47)

which apparently is Leeson’s formula with an inverse dependence on Q! Closer ex-

amination of Eq. (7.47), however, shows that both the signal power Ps and the noise
figure F s0 defined, far from being independent parameters, are usually aso strong

functions of Q. No conclusions could therefore really be drawn about the Q depen-
dence of the oscillator noise performance on the basis of Leeson’s formulation.

In practical situations, one does sometimes find that doubling the Q of the tank
improves the N/C by exactly 6dB, while the transistor and its bias current are un-
changed. This can arise when the change of Q is purely due to improvement in the
loss resistance R;, and the middle term in the square brackets of Eq. (7.46) is much
smaller than the other two terms. This may have been the case especidly for designers
using discrete MOSFETSs or BJT transistors, where the transconductance for a given
current is not within the designer’s control. For an integrated circuit designer this need
not be 0, because the size of the transistor should be scded down with g to main-
tain just the necessary gmo/gme range of 3-5 as explained earlier. In this case, the
noise factor F in Leeson’s formulation is unchanged, while the signal power Ps has
doubled. The improvement of N/C will be 9dB each time Q is doubled by halving
R

On the other hand, N/C can be significantly changed by different combinations of
tank parameters with the same quality factor Q. Assuming, as a typical example, that
the lossresistance R; of the inductor dominates the loss of the tank and scaleslinearly
with the inductance L;. Doubling the inductance and halving the capacitances then
leaves both the Q of the tank and its resonance frequency unchanged. The combined
change in resistance and capacitance, however, causes gmc in Eq. (7.46) to be halved,
as well as the required gm0, S0 that 3 dB can be gained either in achievable N/C or in
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the required current consumption without improving the quality of the inductor! In-
deed, we note that most recently published oscillators with integrated inductors have
very small capacitors, which gave them respectable phase noise performance at a rea
sonable current consumption even though the integrated inductors continue to have a
poor quality factor between 3 and 6 & 1 GHz. One's ahility to improve phase noise by
reducing capacitance, however, is limited by the parasitic capacitors associated with
the circuit, which have higher losses and which tend to increase the required tuning
range for the desired frequency. A higher tuning range in capacitance may aso result
in higher variability of oscillation amplitude, which in turn affects N/C.

An additional advantage of the phase noise modd described by Eq. (7.45) is that
the role of current consumption (as opposed to power consumption Pp¢, or the signal
power Py) is explicitly stated. Indeed, there is an almost one-to-one relationship be-
tween N/C and the bias current Ip. This point is important in RF oscillator designs for
mobile communications, where power consumption is extremely important.

For aloca oscillator (LO) used in radio frequency circuits, especialy those used
in cellular telephones, the three most important parameters are oscillation amplitude,
phase-noise-to-carrier ratio and power consumption. For a given voltage supply, the
latter reduces to current consumption. A well-defined LO amplitude is required by the
mixers, which tend to exhibit ahigher noise figure and less conversion gain both when
the LO amplitude is too low and too high. Limiting amplifiers (buffers) are frequently
used to remove variations of the LO amplitude due to the imprecise nature of the
tank loss as well as the tuning of capacitors, but a well-designed worst-case amplitude
range still results in the best power consumption. The phase noise of the oscillator
relative to the carrier amplitude is responsible for reciprocal mixing of out-of-band,
strong interfering signals to the same IF frequency as the desired RF signdl. It dso
reduces the signal-to-noise ratio in the desired radio channel. Power consumption, on
the other hand, directly affects the lifetime of the battery. The latter is usually the most
expensive item in a cdlular telephone [31,32]. Bearing the above performance para-
meters and Egs. (7.12), (7.45) and Fig. 7.6 in mind, we can formulate the following
systematic design procedure for RF oscillators:

1 Determine the lowest capacitance that can be used based on the knowledge of cir-
cuit parasitics, variability of the capacitors themselves, required RF tuning range
(for channel selection, for example) and the available variable capacitor tuning
range. (Note that this may be substantialy larger for a production circuit than
that for alaboratory experiment.)

2. Sdect or implement (in the case of fully integrated circuits) the inductor in such
away that ensures the best worst-case Q for the resonator. The value of the in-
ductance is determined by capacitances chosen in the previous step and the desired
nomina frequency.

3. Set the value of the bias current to achieve the desired amplitude according to
Eqg. (7.12) and using the worst-case g, (If the difference between best- and worst-
case amplitudes exceeds what is acceptable by the mixer, then either a limiting
amplifier must be used, or step 1 must be repeated to reduce the difference.)

4. Use Eq. (7.12) and the worst-case g, to calculate the ratio N/C at critical offset
frequencies, assuming that g0 will be 3-5 times g,,.. If it exceeds the prescribed
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limit by kdB, and alimiting amplifier is used to limit the LO amplitude, then bias
current should be increased by 0.5k dB, to reduce N/C by k dB.

5. If no limiting amplifier is used, the bias current should then be increased by kdB in
step 4, which reduces N/C by 2k dB. The design procedure must then be repeated
from step 1 to ensure that the best-case amplitude is not too high. Thisis done by
increasing the cagpacitances by 05k dB, 0 that g, is increased by kdB to bring
amplitude down to the desired level. This increases the N/C by another kdB so
that the acceptable limit isjust met.

6. Size M, according to the bias current, so that its nominal transconductance gmo is
3-5 times gpe.

7. The transconductance g, of the bias transistor Mg should be made as small as
possible to reduce noise. Since the bias current is fixed, this means reducing its
WIL ratio. The latter is limited by the available voltage headroom for a given
supply to keep the transistor in the saturation region of operation.

With the accurate formulas derived in this paper, the Colpitts oscillator design be-
comes aroutine for the designer as of step 3 above. The designer can then concentrate
on the lesswell-defined steps 1 and 2, estimate of parasitics and variability aswell as
implementation of better inductors.

7.7 CONCLUSIONS

Despite numerous journa and conference papers published in the past 60 years, our
understanding of why the phase-noise-to-carrier ratio is inversely proportiona to the
offset frequency from the carrier has been limited. This paper seeks to argue why the
reasoning behind most of the phase-noise models has been based on shaky founda-
tions. As aresult, the modds predictions of noise are wrong in one portion of the
spectrum or the other for LC oscillators.

In this contribution, the oscillator is described in the time domain without any a pri-
ori linearity assumption. Noise sources are introduced where they are first added to
the signal, to avoid assuming a conclusion (such as noise in phase) before the start
of any analysis. The only assumption based more on intuition than rigour was the
assumption that for bursty type of Snusoidd interferences, modulation by switching
helps the responses reach steady state in much less than the natural decay time of
the passive tank. Experiments seem to vdidate this assumption. All basic equations
st up in this paper are based on the Kirchhoff laws. The approximations that have
been made include assuming high-Q resonators that will attenuate harmonics of the
oscillation voltage on the resonator to negligible levels, a piece-wise square-law V-
characteristic for the MOS transistor, and that the interfering signals are sufficiently
small compared to the main oscillation such that the duty cycle in which the transistor
turns on remains virtually unchanged.

The active device in atypical LC oscillator operates heavily in class-C mode, turn-
ing on for only a short fraction of each oscillation period to inject a current pulse into
the LC tank to maintain the steady dtate. In the limit, the oscillation amplitude of any
branch voltage within the tank is two times the average current through the branch of
the switching active device divided by the transconductance between the two branches
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at resonance. This limit is independent of the exact V- characterigtic of the active de-
vice. Practicd high-Q LC ostillators, such as those implemented with BJT or CMOS
transistors, have oscillation amplitudes very close to this limit.

The highly nonlinear V- characteristic of the active device that causes the latter
to be switched by the main oscillation modulates any interfering signal to generate a
response not only at the frequency of the interferer, but also at its mirror frequency
with respect to the carrier. Thisimage responseisin turn modulated by the oscillation
through the transistor, which cregtes its own image at the frequency of the origina
interfering signal. This forms an additional negative feedback loop that cancels any
excess positive feedback of the transistor. The response a the interfering frequencies
close to the carrier thus becomes inversely proportiona to its frequency offset from the
latter, irrespective of the exact V- characteristic and the duty cycle of the switching
device, nor the passhand width of the passive tank. Such aresponse and its image are
practically equal in amplitude and opposite in polarity. Their combined effect is there-
fore equivalent to a modulation of the carrier in phase. At higher offset frequencies,
the tank impedance becomes very small so that very little voltage is produced at the
transistor input. The transistor’s feedback current, which contains the image response
due to modulation, is insignificant compared to the interfering current. The voltage
response to the interference is therefore now virtually the same as that of a passive
tank, which till decreases with the inverse of the offset frequency, with negligible
image component. The effect of noise — far away from the carrier is therefore merely
additive. The cross-over point between dominance of phase noise and dominance of
additive noise is a function of the transistor and tank parameters.

Because of the existence of image response, phase noise due to white noiseis 3dB
higher than that due to noise components a frequencies above (or below) the carrier
aone. The switching nature of the transistor dso makes the noise generated by the
latter depend on the duty cycle, and hence on the parameters of the rest of the oscillator.
All noise sources, including that of the switching transistor, have been caculated in
this chapter. The resulting expression for the phase-noise-to-carrier ratio comprises
therefore only original circuit parameters instead of intermediate variables that require
determination by simulation or experiments.

Controlled experiments have been carefully constructed to verify the theory de-
rived in the paper. The predicted oscillation amplitude is consistently within 1 dB of
measurements. The predicted duty cycle dso matches measured values by the same
accuracy. The response of the oscillator to an injected interfering current as well asthe
image response agree with what the theory predicts within the accuracy with which
parameters of the passive tank can be measured. In the 80MHz range, this accuracy
is better than 1 dB. The cross-over frequency between phase and additive noise, and
indeed its very existence, have been confirmed by experiments. in practica designs
Measurements of the phase-noise-to-carrier ratio dso show that the agreement with
the formula derived in this paper is within 1 dB, the repeatability of any phase noise
measurement and the accuracy within which circuit parameters have been indepen-
dently measured. The phase noise modd in this paper can therefore be used with
confidence in practical designs.

Although the specific Colpitts oscillator has been used in deriving the formulas in
this paper, the basic reasoning behind the setting up of basic equations is not specific
to Colpitts oscillators. Although for other LC oscillators, the determination of the
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amplitude and duty cycle as well as the critical g, will be different, the basic ideas
about why the oscillator’ s response to interference is phase noise for low and additive
noise for high offset frequencies and the role of the image in the inverse dependence
of phase noise on offset frequency will remain the same. In this sense, the analysisin
this paper is genera for al LC oscillators.
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8 DESIGN STUDY OF A
900 MHz/1.8 GHz CMOS TRANSCEIVER
FOR DUAL-BAND APPLICATIONS
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Abstract: This chapter describes the design of a CMOS transceiver targeting dual-
band applications in the 900 MHz and 1.8 GHz bands. The receiver is based on amod-
ified Weaver architecture, and the transmitter incorporates new methods of quadrature
up-conversion. Therecelver and the transmitter have been fabricated in 20.6pm CMOS
technology.

81 INTRODUCTION

The emergence of various wireless standards within the US and around the world
has created a demand for RF transceivers that can operate in more than one mode.
The standards deployed in the 900MHz band are the TDMA standard 1S54 and the
CDMA standard 1S-95 (US) and the GSM standard (Europe). Additionally, with the
availability of the 1.8 GHz band for cellular networks, new standards such as PCS 1900
and DCS1800 have been introduced. Furthermore, the Global Positioning System
(GPS) (1.5 GHz) and the European cord-less standard DECT (1.9 GHz) provide attrac-
tive services that can be incorporated in mobile telephones. 1n addition to providing
“roaming” capability, the use of two or more standards that operate in different bands
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boosts the capacity of the network, thus lowering the probability of unsuccessful cals
during pesk traffic hours. Thus, multi-standard RF transceivers are predicted to play a
critical role in wireless communications in the 900-2000 MHz range.

This paper describes circuit and architecture design techniques for dua-standard
RF transceivers with emphasis on CMOS implementations. Particular attention is paid
to issues such as cogt, leve of integration, form factor, power dissipation, and time to
market. These techniques are presented in the context of a dual-band system specifi-
caly designed to operate with GSM and DCS 1800 standards. Both the receiver and
the transmitter have been fabricated in a 0.6,um CMOS technology. The experimental
results obtained for each circuit are described in [1-3].

8.2 RECEIVER DESIGN CONSIDERATIONS

Accommodating two or more standards in one receiver generally requires substantial
added complexity in both the RF section and the baseband section, leading to a high
cost. Thus, the system must be designed s0 as to share as much hardware as pos-
shle. For this reason, both the architecture design and the frequency planning of a
multi-standard transceiver demand careful studies and numerous iterations.

The GSM and DCS 1800 standards incorporate the same modulation format, chan-
nel spacing, and antenna duplexing. Summarized in Table 8.1 are the characteristics
of each standard, indicating that a dual-band transceiver can exploit the properties
common to both s as to reduce the off-chip hardware.

Table 8.1 System characteristics of GSM and DCS1800.

GSM DCS 1800
Modulation Gaussian Minimum Shift Keying
Multiple Access Time-Division Multiple Access
Duplexing Frequency-Division Duplexing
Receive Band 935-960 MHz 1805-1880 MHz
Transmit Band 890-915 MHz 1710-1785 MHz
Channel Spacing 200kHz 200kHz
Number of Channels 124 350

In order to minimize the number of oscillators and synthesizers, the receivers and
transmitters in a dual-band system must be designed concurrently, with the frequency
planning carried out such that the receive and transmit paths are driven by the same
synthesizers. Although GSM and DCS 1800 use frequency-division duplexing (FDD)
at the front end, their actual operation is somewhat similar to time-division duplex-
ing (TDD) because their receive and transmit time dlots are set off by 1.73 ms (three
time dots) [4]. Thus the receiver and the transmitter can time-share the frequency
synthesizers.
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Figure 8.1 Simple dual-standard receiver.
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Fig. 81 illustrates an example of a dual-standard receiver with two different input
frequency bands. After down-conversion to a single intermediate frequency (IF), the
two signds are added and digitized. The remaining IF and baseband processing is
subsequently performed in thedigital domain. Note that the dynamic range and noise
of the A/D converter are critical issues in such an environment.

The receiver of Fig. 8.1 requires many off-chip filters. Alternatively, the receiver
can be configured as shown in Fig. 8.2 [1], where the 900 MHz and 18 GHz bands
are processed by two paths containing a low-noise amplifier (LNA) and a quadrature
down-conversion mixing operation. The results are subsequently added and, after m-
ple on-chip bandpass filtering, are applied to a second set of quadrature mixers. Note
that each quadrature pair of the first set of mixers congtitutes a Weaver image-reject
receiver together with the second set [5]. Also note that the first local oscillator (LO)
frequency is set midway between 900 MHz and 1.8 GHz, i.e, the first mixing opera
tion is with high-side injection for 900 MHz and low-side injection for 1.8 GHz. This
choice of frequencies makes the two bands images of each other, allowing the Weaver
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architecture to select one and reject the other by addition or subtraction of the outputs
of the second set of mixers.

Owing to gain and phase mismatches, the image rejection ratio of the Weaver a-
chitecture is limited to 30 to 40dB, inadequate for cellular gpplications such as GSM
and DCS1800. Nevertheless, since for each band the image is 900 MHz away, the
front-end duplexer filters provide more than 40 dB of rejection.

The distribution of gain, noise, and nonlinearity in the receiver chain plays a key
role in the overal performance, necessitating iterations between architecture design
and circuit design. Since channel-selection filtering is postponed to the stages fol-
lowing the IF mixers, the third-order intercept point (IP3) of each stage must scde
according to the total gain preceding that stage. With the initial estimate of the IP;3,
the corresponding circuit is designed o as to minimize its noise contribution.

The problem of secondary images [4] constrains the choice of the second |F in the
Weaver topology. We consider two scenarios here. The present design provides quad-
rature down-conversions to alow tranglation to the baseband. This approach, however,
suffers from some of the difficulties encountered in direct-conversion receivers. For
example, DC offsets due to the self-mixing of the second LO, flicker noise in the ana-
log baseband circuits, and | and Q mismatch corrupt the down-converted signals[6,7].

-33 -33
T -43 -43
m
=
]
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-
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5
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f
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Channel

Figure 8.3 GSM receiver interference mask.

Another possibility for the second down-conversion exists by virtue of the specific
channelization in GSM and DCS1800. As shown in the receiver interference mask
of Fig. 83, the adjacent channels in a cell are unoccupied. This suggests that, if the
second LO frequency is placed a the edge of the desired channel, then the secondary
image coincides with one of the adjacent channels. Illustrated in Fig. 84, this tech-
nique trandates the center of the desired channdl to 100kHz instead of zero. Thus,
flicker noise corrupts primarily the edge of the channel, and elimination of DC offsets
by AC coupling becomes feasible. Furthermore, the down-conversion in the analog
domain need not separate the signal into | and Q phases, thereby avoiding related
mismatches.

The above approach does introduce a difficulty: the channel-select filter now re-
quires much sharper selectivity because 43 dBm interferers appear closer to the de-
sired channel. This issue may be resolved by partitioning the filtering between analog
and digital domains, abeit at the cost of tightening the linearity requirements of the
A/D converter.



900 MHZz/1.8 GHz CMOS TRANSCEIVER FOR DUAL-BAND APPLICATIONS 113

-

Figure 8.4 Near-baseband down-conversion.
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Figure 8.5 LNA/mixer combination.

83 RECEIVER BUILDING BLOCKS

8.3.1  LNA/mixer

In order to achieve a relatively low noise figure and a reasonable input match, the
LNA employs acommon-source cascode stage with inductive degeneration (Fig. 85).
To avoid uncertainties due to bond-wire inductance, both the source inductor and the
drain inductor are integrated on the chip. The LNA draws approximately 5 mA from
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the supply and exhibits a noise figure of less than 25dB and an IP3 of greater than
—2dBmin each band. The parasitic capacitance of L3, the drainjunction and overlap
capacitance of M, and the input capacitance of the mixers resonate with L; a the
frequency of interest. With a Q of about 3, this resonance lowers the image signal by
approximately 10 dB.

The LNA directly drives the quadrature RF mixers, which are configured as single-
baanced circuits. Employing inductive loads to minimize thermal noise, each mixer
drains 2mA to achieve areasonable trade-off between noise and nonlinearity.

With 22 dB of voltage gain in the LNA, it is desirable to redlize an 1P3 of greater
than +15dBm (1.58 V) in the mixer, while maintaining its input-referred noise
voltage below roughly 5nV/+/V. The dimensions of Mg—Min Fig. 85 has astrong
impact on the performance of the RF mixer. Transstor Mg is sized such that its over-
drive voltage is sufficiently large to guarantee the required IPs. Thisis in contrast to
bipolar implementations, where enormous emitter degeneration would be necessary to
achieve an IP; greater than +15dBm. The key point here is that for a given bias cur-
rentand IP3, aproperly szed MOS trangstor exhibits amuch higher transconductance
than a degenerated bipolar structure. Transistors Mgand Mjgin Fig. 85 adso influence
the noise and conversion gain of the mixer. The choice of the width of these devices
is governed by atrade-off between their switching time and the parasitic capacitances
they introduce at node P. For agiven (sinusoidal) LO swing, Mg and M are sSimulta:
neously on for a shorter period of time as their width increases. A compromise is thus
reached by choosing (W/L)g, 10 = 400 pm x 0.6um, alowing the pair to turn off with
adifferential swing of 100 mV while degrading the conversion gain by less than 1 dB.

The interface between the LNA and the mixer merits particular attention. As shown
in Fig. 85, to achieve awell-defined bias current in the mixer, the LNA incorporates
the DC load M3 with diode-connected devices M4 and Ms. Neglecting the DC drop
across Lo, wenotethat Vigss + Vass = Vass + Vess. Thus, proper ratioing of Msand
My with respect to M4 and Ms defines Ipg asamultiple of I,. Capacitor Cy provides
AC ground at the source of M3 <0 that the output resistance of Ms[= 1/(gm3 + gm»3)]
does not degrade the Q of L;. Redized asan NMOStransistor, C;consists of alarge
number of gate fingers to reduce the channel resstance, achieving a Q of greater than
30 a the frequency of interest.

In contrast to AC coupling techniques, the above approach incurs no signal loss,
but it consumes some voltage headroom. Interestingly, M3 can serve as the current
source for another circuit, e.g. an oscillator, thus re-using the bias current of the LNA.

8.3.2 IFmixer

The differential output of the RF mixersin Fig. 85 is capacitively coupled to the input
port of the IF mixers, alowing independent biasing. With an overal voltage gain of
about 26 dB in the LNA and the RF mixers, the nonlinearity of the IF mixers tends to
limit the performance of the receiver. To this end, we note that a differential pair with
a constant tail current exhibits higher third-order nonlinearity than a grounded-source
pair using the same current and device dimensions. Shown in Fig. 86, the IF mixer
is configured as a double-balanced circuit consisting of an input pair, a current multi-
plexer, and a switching quad. The input devices draw adrain current of 1 mA and are
sized to sustain an over-drive voltage of 500 mV, thereby achieving an IP3of approx-



900MHz/1.8 GHz CMOS TRANSCEIVER FOR DUAL-BAND APPLICATIONS 115

imately +18dBm (3.2 Viys). The low transconductance of these transistors together
with voltage headroom limitations ultimately results in a slight voltage conversion
loss (about —2 dB) in the IF mixer. The switches in the current multiplexer negate the
signal current according to the logical state of band while sustaining a drain-source
voltage of approximately 35 mV.

Voo
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—{-
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%
Figure 8.6 IF mixer.

An important concern in heterodyne and image-reject receivers is the trandation
of various interferers to the desired channel frequency after down-conversion. Owing
to nonlinearities and switching operations in each mixer, an interferer at w;y results
in components at kwine £ mawyo. With two down-conversions using wio; and wiog,
the down-converted spurs appear a kwine £ mwyi o1 £ nwy o, (Fig. 8.7), many of which
may fall into the desired baseband channel. Since in-band interferers are not filtered
before channel sdection, and since they are located on the same Sde of w0, asthe
desired signal, they are not suppressed by the image-rejection technique used in the
receiver. It is aso important to note that the spurious response is not exercised in
a simple noise figure measurement, but it reveds the performance of the receiver in
aredigtic environment. The spurious response of the dual-band receiver has been
examined with the aid of a Spreadsheet program. Five interference frequenciesin each
band were found to be the most significant sources of down-converted spurs.

Another interesting phenomenon that results from the choice of the two LO fre-
quencies is the in-band leakage to the antenna. The LO,-IF, feed-through and the
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Figure 8.7 Generation of spurs.

low Q of the BPF give rise to a significant 1350 MHz component at the input of the
IF mixer. Upon second mixing, this component is trandated to both 900MHz and

1800 MHz, potentialy appearing as in-band leakage to the antenna(s). However, by
virtue of differentia signaling from the first IF onward, and by proper low-pass fil-
tering at the output, this type of leakage can be suppressed to acceptably low values.

84 TRANSMITTER DESIGN CONSIDERATIONS

In order to minimize the number of oscillaiors and synthesizers, the receivers and
transmitters in a dual-band system must be designed concurrently, with the frequency
planning made such that the receive and transmit paths are driven by the same syn-
thesizers. Although GSM and DCS 1800 use frequency-division duplexing (FDD) at
the front end, their actual operation is somewhat similar to time-division duplexing
(TDD) because their receive and transmit time dots are set off by 1.73 ms (three time
dots) (Fig. 8.8). Thus, frequency synthesizers can be time-shared between the re-
ceiver and the transmitter. Since the dual-band receiver incorporates LO frequencies
of 1350 MHz and 450 MHz, it is desirable to utilize the same frequencies for the trans-
mit path as well.

_RX

Y

— - t
1.73ms

Figure 8.8 Time offset between receive and transmit time slots.

Before considering suitable transmitter architectures, we review Gaussian mini-
mum shift keying (GMSK) modulation to arrive a some of the design implications.
Fig. 89 conceptudly illustrates frequency shift keying (FSK) and GMSK. In FK,
rectangular baseband pulses are directly applied to a frequency modulator, eg. a volt-
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Figure 8.9 Generation of FSK and GMSK signals.

age-controlled oscillator (VCO), thereby creating an output waveform given by

xrsk () = Acosfwct + Ko/xBB(t)dt] , 8.1

where Ky is acongant denoting the “depth” of modulation and xgg(¢) represents the
baseband signal.

An important drawback of FSK is the large bandwidth occupied by the modulated
signd, partly because of the abrupt transitions in the frequency introduced by the sharp
edges of the baseband pulses. We expect that if the frequency changes more smoothly
from one it to the next, then the required bandwidth decreases. In fact, the spectrum
of the signal expressed by Eq. 8.1 decays in proportion to £2#+3 where n denotes
the highest continuous derivative of xgp(t) [9). Based on this observation, GMSK
modulation aters the shape of the baseband pulses o as to vary the frequency grad-
udly. As shown in Fig. 89(b), the rectangular pulses are first applied to a Gaussian
filter, thereby generating smooth edges at the input of the frequency modulator. The
resulting output is expressed as

xgMmsk () = Acos[w:t + Ko f xpe(?) * h(t)dt], (8.2)

where k() = exp(—t2/7?) is the impul se response of the Gaussian filter.

The conceptual method described by Fig. 8.9(b) and Eg. 8.2 isindeed employed in
sometransmitters, e.g. for the Digital European Cordless Telephone (DECT) standard.
However, if the amplitude of the baseband signa applied to the VCO or the gain of
the VCO are poorly controlled, so is the bandwidth of the modulated signal. For this
reason, in high-precison systems such as GSM, the waveform in Eg. 8.2 is rewritten
as

xgMsk(t) = Acosw,t cosf — Asinwt sinf, 8.3)

where 8 = Ky [ xgp(?) * h(t)dt, and cosé and sin® are generated using accurate
mixed-signal techniques [4,10]. Equation 8.3 forms the basis for our transmitter de-
sgn.
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In order to employ 450 MHz and 1350 MHz LO frequencies, we postulate that the
transmitter must incorporate two up-conversion steps. from baseband to an intermedi-
ate frequency (IF) of 450 MHz and from 450 MHz to 900MHz or 18 GHz. We ds
recognize that a smple mixer driven by the 450MHz IF and the 1330MHz LO gener-
atesthe 900 MHz and 1.8 GHz signals with equal amplitudes, necessitating substantial
filtering to suppress the unwanted component. It is therefore desirable to perform the
second up-conversion by single-sideband (SSB) mixing.

With the foregoing observations, we consider the topology shown in Fg. 8.10 as
apossble solution. The baseband | and Q signds are converted up to 450MHz and
subsequently separated into quadrature phases by means of an RC—CR network, result-
ingin Vy = Acos(wit —6 —n/4) and Vy = Asin(w)t —0 — nr/4). Single-sideband
mixing of the IF and the second LO signals is then carried out by two mixers, with
their outputs added or subtracted 0 as to produce the 900 MHz or 1800 MHz output
according to the band sdect command.

1= 27 (450 MHz) 90

i 2= 27 (1350 MHz)

I = COSQ o—t

cos@q!

Q = sinGo—w

sin@ ¢ : sing et Band
.................. Select

Figure 8.10 Simple dual-band transmitter.

The architecture of Fig. 8.10 provides a compact solution for dual-band operation,
but it suffers from several drawbacks. First, the RC—CR network introduces a loss of
3dB in the signal path and, more importantly, loads the first up-converter. Second,
both of the outputs appear at the same port, making it difficult to utilize tuned narrow-
band amplification at this port. Third, even with perfect matching between the quadra-
ture paths in the SSB mixer, the variation of the absolute value of RC with process and
temperature leads to aconsiderable amplitude mismatch between Vyrand Vi ,thereby
credting a significant unwanted sdeband a the output. For example, a 20 % error in
RC resultsin an unwanted sideband only 20 dB below the wanted component.

The existence of an unwanted sideband 900 MHz away from the desired signal
may seem unimportant, because various filtering operations in the following power
amplifier (PA) and matching network provide further suppression. However, sec-
ond-order digtortion in the PA — a significant effect, because PAs are typically sn-
gle-ended— may lead to a troublesome phenomenon in the generation of DCS 1800
signals. Illustrated in Fig. 8.11, the issue arises because the second harmonic of the
900 MHz sideband falls into the transmitted DCS1800 channdl. Since, from Carson’'s
rule [8], the second harmonic of afrequency-modulated signal occupies roughly twice
as much bandwidth as the first harmonic, the 1800 MHz output may exhibit substantial
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Figure 8.11 Effect of unwanted sideband on DCS1800 output.
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Figure 8.12 Increase in adjacent-channel power due to second harmonic of un-
wanted sideband.

adjacent-channel power (ACP), violating the transmission mask (Fig. 8.12). Thus, the
unwanted sideband produced by the SSB mixer must be sufficiently small.

In summary, the architecture of Fig. 810 requires two modifications. (1) the IF
quadrature generation must avoid the use of RC—-CR networks, and (2) the GSM and
DCS1800 paths must be separated a some point such that each can incorporate nar-
rowband tuning.

In order to produce the quadrature phases of the 450 MHz IF signal, we recognize
that the baseband sgnd is avalable in quadrature phases, namdy, cosé and siné
in Eq. 83. The IF signd can thus be generated in quadrature form as depicted in
Fig. 8.13, where proper choice of the phases together with addition or subtraction
at the output yields both cos(w; ¢ + 68) and sin(w;t + 6). Compared to the circuit of
Fig. 810, this configuration both provides higher gain balance between the two paths
and avoids the loss and loading of the RC—-CR network while using two more mixers.
The additional mixers consume more power, but since the conversion gain is higher
in this case, the following SSB mixers require less power, leading to an overall power
dissipation comparable to that of Fig. 8.10.

The 450 MHz outputs of the first up-converter can now be multiplied by the quad-
rature phases of the second LO and added or subtracted to generate the GSM and
DCS1800 signals. As mentioned above, it is preferable to design the second up-con-
version modulators such that the 900 MHz and 1.8 GHz waveforms gppear at the out-
puts of two different circuits, thus adlowing efficient narrowband amplification. Thisis
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Figure 8.13 Up-conversion with quadrature outputs.
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Figure 8.14 Two-step up-conversion generating 900 MHz and 1.8 GHz outputs.

accomplished as shown in Fig. 8.14, where two independent SSB modulators produce
the two bands according to the band sdect command. Note that narrowband tuning
also suppresses the unwanted sideband resulting from mismatches in the SSB mixers.
To save power consumption, only one of the modulators is active in either mode.

The overal architecture of the dual-band transmitter is shownin Fig. 8.15. Since al
of the signdsup to ports A and B are differential, each band incorporates adifferential
to single-ended (D/SE) converter, applying the result to an output buffer. The trans-
mitter requires external power amplifiers to ddiver the high power levels specified by
GSM and DCSI1800.
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Figure 8.15 Dual-band transmitter architecture.

(b)

Figure 8.16 (a) First up-conversion modulator, (b) implementation of load inductors.

85 TRANSMITTER BUILDING BLOCKS

In this section, we describe the transistor-level implementation of each building block,
emphasizing the design congtraints imposed by the architecture. Thecircuit topologies
are identical for both bands, but device dimensions and bias currents are chosen to
optimize the performance of each.

8.5.1  First up-conversion

The 450 MHz up-conversion modulator consists of two Gilbert cell mixers whose out-
puts are added in the current domain. Shown in Fig. 8.16, the circuit utilizes ress-
tive source degeneration, thereby improving the linearity in the baseband port of each
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Figure 8.17 Simulated spectra of the two terms in Eq. 8.5 (Horiz. scale normalized to
bit rate, vert. scale: 5dB/div).

mixer. Two 100 nH inductors convert the output current to voltage. To minimize the
area occupied by each inductor, a stack of three spiral structures made of three metal
layers (Fig. 8.16(b)) is used [1], reducing the area by approximately afactor of 8 [11].
Since the polysilicon connection and the bottom spird suffer from substantial parasitic
capacitance to the substrate, this node is connected to the supply voltage, increasing
the self-resonance frequency of the inductor. The quality factor of the inductor is
estimated to be about 4 and the self-resonance frequency is about 600 MHz.

Why must the baseband ports be linearized? Let us return to Eq. 83 with the
assumption that cos@ and siné experience third-order distortion. The resulting IF
signa can then be expressed as

xgMskK(t) = Acoswct[cosB + acos(36)] — Asinw,t[sind + a sin(36)], (84)

where a represents the amount of third-order nonlinearity. Grouping the terms in
Eg. 84, we obtain

xgmsk () = Acos[wct + KofxBB(t) *h(t)dt]
(8.5)
+aAcos[wct + 3Ko/xBB(t) * h(t)dr).

Equation 85 reveds that third-order distortion gives rise to a component centered
around w,, but with a modulation index three times that of the idea GMSK signal.
Invoking Carson’srule, we postulate that the second term occupies roughly three times
the bandwidth, raising the power transmitted in adjacent channels. Fig. 8.17 shows
the simulated spectra of the two components in Eq. 85 with e = 1, indicating that
the unwanted signa indeed consumes a wider band. For this reason, as depicted in
Fig. 818, & must be smal enough such that the transmission mask is not violated.
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Figure 8.18 Effect of harmonic distortion at baseband ports.
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Figure 8.19 Voltage-to-current converter with output switching.

In this design, the resistive degeneration and tail currents are chosen so as to ensure
a ~0.01 witha0.5V,, baseband input, yielding athird-order component 40 dB below
the desired signal.

8.5.2 SSB modulator

The signals generated a nodes X and Y in Fig. 8.16 must be “routed” to one of the
SSB modulators according to the band sdect command. Asillustrated in Fig. 819, the
routing is performed in the current domain to minimize signal loss due to the addition
of the switches. Capacitively coupled to the output of the 450 MHz up-converter,
the voltage-to—current converter employs grounded-source input devices to save the
voltage headroom otherwise consumed by atail current source. The bias current of
the circuit is defined by My and Ip. Notethat ;-S4 operate in deep triode region,
sustaining asmall voltage drop. Also, the linearity of this and subsequent stagesis not
critical, because GMSK signas display a constant envelope and are quite insensitive
to spectra regrowth [4].

With the quadrature phases of the IF signa available in the current domain, SSB
mixing assumes asimple topology. Shown in Fig. 8.20, the circuit senses the differen-
tial current signals routed from each 450 MHz up-converter, performs mixing with the
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Figure 8.20 Single sideband modulator circuit.
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Figure 8.21 Differential to single-ended conversion using (a) tuned current mirror, (b)
negative resistance generator.

second LO, adds the resulting currents with proper polarity, and converts the output to
single-ended form.

8.5.3 Differential to Single-Ended Converter

In order to achieve a reasonable gain, it is desirable to employ tuning in the D/SE
converter. Fig. 8.21 depictstwo redizations of such acircuit. In Fig. 8.21(a), acurrent
mirror together with two inductors creates resonance at nodes E and F, reducing the
effect of device capacitances. The difficulty here is the large gate-source capacitance
of thetwo PMOS devices, mandating asmal valuefor L and hence alow conversion
gain. Fig. 8.21(b) presents an dternative topology where aPMOS device introduces a
negative resstance in parald with afloating inductor. It can be shown that

8mi 1 1
= ———+__ ,
CeCrs? ' Cgs Crs

where Cg and Cr denote the total capacitance at nodes E and F, respectively [4]. As
acompromise between margin to oscillation and boost in gain, the negative resstance,

—gm1/(CeCrw?), ischosen so asto increasethe Q of the inductor by approximately a
factor of two. Notethat L, can assume arelatively large value because it sees Cg and
Cr inseries. Inthisdesign, the signal issensed at F becausethis port exhibits alower
output impedance. Simulations indicate that the topology of Fig. 8.21(b) provides
about three times the voltage gain of the circuit in Fig. 8.21(a).

Zin (8.6)
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8.5.4  Output buffer

I
M, JH
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Vino—|

Figure 8.22 Output buffer.

The output buffer is shown in Fig. 8.22. Two common-source stages, M; and M,,
boost the signdl level, driving the 50 Q impedance of the externa instrumentation. The
bias current of M, isdefinedby Iy and Mpand that of Maby I and Mj;. Neglecting
the AC drop across the inductor, we have Vgsi + Vgsa = Vess + Vgsas that is, Ips
can be ratioed with respect to I,.

8.6 CONCLUSION

The design of dual-band transceivers poses many challenges in terms of frequency

planning and circuit building blocks. Animage-reject receiver and atwo-step transmit-
ter architecture have been introduced that provide dual-band operation with 450 MHz
and 1350MHz LO frequencies. Also, circuit techniques for low-noise amplification,

down-conversion mixing, generation of the quadrature phases of the transmit IF signal,
and differential to single-ended conversion have been presented.
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9.1 INTRODUCTION

Digital wireless systems such as GSM are in wide use worldwide and will continue to
expand and replace the remaining andog systems at an increasing rate. The technica
factors that have contributed to this success are fundamental capabilities such as easy
use of SSB (single-dde-band) signds, efficient channe multiplexing (time or code
division), increased capacity through compression, resilience against interference and
noise, and secure transmission. In addition, the development of relatively inexpensive
and low-power wireless transceivers has triggered a great proliferation of consumer
portable units. Severa key technologies are enabling the successful design and manu-
facture of these devices. Examples include GHz-band S RF ICs, mixed-signal CMOS

127
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VLS ICs, high-quality RF and IF passives, inexpensive plastic packaging, and DSP-
based processing.
The block diagram of atypical modern transceiver is shown in Fig. 9.1. It conssts

]
Analog Subsystem | Digital Subsystem
Antenna 1
L
> 1
1
Receiver ¢ [€<—> audio
1
1
Duplexer A Interface [¢—> dala
Freq. Syn. |
and/or and 1 > tothe
Control 1 j«—— keypad
switch world
\
Transmitter : [ 6—> etc.
1
1
1

Figure 9.1 A typical wireless transceiver.

of andog RF, IF, and baseband sections and adigitd section. The andog/digital inter-
face (i.e. A/D and D/A converters) is placed at baseband, a choice dictated primarily
by cost and power dissipation considerations. Despitethe usua preferencefor “digital
whenever possible’ designs, it is still to be shown that moving the analog/digital inter-
face away from DC and doser to the antennaresults in superior transceivers for hand
held applications, for which cost and power dissipation are essential design specifica
tions. The hope is that, in the near future, advances in circuit fabrication technology
or new radio design techniques will lead to an increased digitization of the transceiver
implementation. In turn, thiswill bring more robust products with increased religbility
and additional programmable features.

Assuming that IF sampling will eventualy prevail in portable gpplications as a tep
forward in the “more digital” design direction, this paper presents some basic issues
and tradeoffs of this approach. Similar agpects have been discussed in other places
such as in [1-3]. The emphasis will be on the receive path. It is shown that a major
limitation in moving the A/D converson doser to the antenna comes from the filtering
requirements of the front end, a severe condition for inexpensive IC designs. However,
contrary to a common belief, IF-sampled receivers do not require more stringent os-
cillator jitter specifications than conventional receivers. Band-pass sgma-delta A/D
converters with noise notch shaping at one quarter of the sampling frequency are well
suited for IF sampling applications. In order to explain these facts, it is necessary to
review the key aspects of transceiver architectures and design methods.

9.2 INTEGRATED TRANSCEIVER CONVENTIONAL WISDOM

A successful GSM-quality transceiver front-end is shown in Fg. 9.2. Thereceiver path
consgts of asingle IF superheterodyne tuner and an 1/Q I F-to-baseband direct-conver-
son gage. The trangmitter includes a direct modulator with offset. This architecture
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uses only two oscillators and alows frequency plans with relatively few spurious sig-
nas in the RF and IF bands. A high leve of integration is possible, but only in the
presence of severd high-quality off-chip filters. The dividing line between analog and
digital is a baseband, where extensive digital processing is applied.

RF Mixer

iF
Fliter to
LNA Fliter & baseband
) AGC —y
swi '~ )
e RF Osc.
(] < 1™
= IF Osc.
or
& [«—4) E —FmTr 1M ~
PA
Tx Otfset
\¢ Mixer
(5

from baseband

Figure 9.2 A GSM-quality integrated transceiver architecture.

Focusing on the receiver, the typical processing of the worst-case antenna signal
is illustrated in Figures 9.3a) and 9.3b). Using anaog filtering, AGC, and frequency
trandation, anarrow frequency band of several channel widths centered on the desired
channdl is separated from the RF band and shifted to DC. Here, after more analog filter-
ing and amplification, the signd is digitized. Thefinal channel sdection, equalization,
and demodulation are done in the digital domain. The exact amount of processing at
each stage of the receiver is carefully sdected to optimize the overall transceiver per-
formance, power dissipation, and cost. For example, it is not economical to separate
the desired channel totally at IF since the proper IF filters would be too expensive.

Next, the most important analog design considerations of the receiver will be dis-
cussed briefly. The backbone of the receiver’s andlog part is a cascade of filter-and-
amplify sections. In Fig. 94 we see a common design tradeoff between filter atten-
uation and amplifier gain in these sections. The input of each filter or gain block is
alowed to contain a certain maximum level of out-of-channel interference according
to the signal-swing capabilities of the actua circuits. The amount of post filter am-
plification is desighed such that the maximum interference at the filter output and the
maximum interference at its input are equal. In this way the circuit linearity require-
ments are uniform from section to section. Of course, since the various blocks operate
at different frequencies and bandwidths, this is only afirst-order rule.

The frequency-conversion mixers connecting the filter-and-amplify sections are di-
rectly responsible for several possible sources of receiver errors. The image and IF
side-band generation problems are shown in Fig. 9.5 for the RF section. While the IF
Sde bands are very far from the actual IF and can be easily removed, the rejection of
the image frequency is a major design consideration. Active image rejection is pos-
shle but limited in effectiveness (30-40dB maximum) and power consuming. The
most common practice is to use passive filters, as shown in Fig. 96. The nonlinear



130 CIRCUITS AND SYSTEMS FOR WIRELESS COMMUNICATIONS

a)

Power (dbm) RF Input Output Before

A

o}
-10
| | | S : 4 s‘“}“’l fange.
aol—— |

P

_;0] i : ssnnsacasssl Fil1arlng e
5 o i AGC
F.7)| F— FERCLEY - Frequenc
) — } ! | Tr tatlan
", 1 ' - .
7oy NS | — m ......

o L TR | Analog 0

Processing!
Output Bits
Analog filtering N
+ - Equalization
AJD Conversion + 10011101...
+ Demodulation,

Digital filtering

—
—

D
c

oo

Digital Processing!

Figure 9.3 a) Receiver front-end functions, b) receiver back-end functions.
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Figure 9.4 Filtering-gain tradeoff (qualitative schematic).

character of the actual mixer creates a further “image” problem due to mixing of LO
harmonics with input signal harmonics. Fig. 9.7 demonstrates the generation of such
spurious responses & the first IF. Therefore, the choice of IF frequencies is of utmost
importance and involves compromises between filtering complexity and mixer spuri-
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Figure 9.7 Mixer spurious IF response.

ous characteristics. Furthermore, the presence of DC offsets and practical mismatches
limit the performance of the final 1/Q conversion step.

Another important aspect in receiver design isthe reciproca mixing effect. Fig. 9.8
shows how the LO noise at offset frequencies is mixed to IF by large RF interfering
signds (blockers). This is an important factor in the calculations of oscillator noise
requirements and receiver sengitivity in the presence of many channels.

9.3 IF SAMPLING: CONDITIONS AND LIMITATIONS

The natural evolution of the receiver from Fig. 9.2 into an IF-sampled architecture is
shown in Fg. 99. A first superficia examination would show thét it is reasonable
to expect this receiver to maintain al advantages of the original design with the addi-
tiona features of perfect 1/Q matching, no baseband DC offsets, and requiring asingle
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Figure 9.8 Reciprocal mixing.

A/D converter. These attractive characteritics are traded for higher speed in the A/D
conversion operation and the addition of digital processing. It appearsthat, ultimately,
the power dissipation required in actual implementations will determine the success
of this approach. The power dissipation depends on circuits used and will improve
with the scaling of IC technologies. However, even without assuming any specific IC
capabilities, we can make severd important observations about IF sampling including
the redization that the previous examination of Fig. 9.9 is overly smplified.
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Figure 9.9 IF sampling receiver architecture.
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The mixing of IF to DC, as shown in Fig. 9.2, has the important advantage of not
requiring image rejection of any interfering sgnals. In addition, IF mixers and base-
band anti-aiasing filters are relatively easy to design. When a sampler replaces these
mixers, the IF filter is required to provide substantially more stop-band attenuation to
avoid aliasing of blockers. This affects the design and the cost of the transceiver. The
sampler implementation, which is more difficult than that of the mixer, has smilar
consequences. We have fundamentally conflicting requirements. a high IF makes anti-
diasng and RF image rejection filtering easy and the sampler design difficult, and
viceversa

For a given sampling frequency fs, the maximum IF bandwidth is obtained for IF
a fs/4. Thisis shown in Fig. 9.10. Since the first IF is usually 70 MHz or more,
4 x-sampling circuits are difficult to implement. A better possibility is to apply under-
sampling. If the receiver's first IF is placed at an appropriate integer multiple of fs/4,
where fs isareasonably low sampling frequency, we obtain the same signa spectrum
asinFig. 9.10.

Desired channel

1 \ Additional f
IF signal s
IF Signal / J'
fie af
A
Sampled
IF Signal
L af,

Figure 9.10 4X sampling of IF signals.

This is equivaent to down-converting the signd to fs/4 and then sampling. Nat-
uraly, the anti-aliasing requirements of the IF filter become increasingly difficult to
meet at higher under-sampling ratios, asillustrated in Fig. 9.11.

-

Required \“\ e
front-end ey ST
filter N §
rejection l /\1/\
1/41, f —1/2f; fe

Figure 9.11 Sub-sampling tradeoffs.

An additional important constraint is related to the relationship between the IF and
the symbol rate. In classical architectures (sampling a DC), the two quantities are
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independent, but in the IF sampling case, they are related by the fs/4 condition. This
assumes an integer number of samples per symbol for easy digital demodulation. For
example, a GSM |F-sampled receiver should use an appropriate multiple of 13/4 MHz
for the IF and amultiple of 13MHzfor fs. A 52 MHz sampling rate and a 65, 91, or
117 MHz IF would fit this rule.

Sampler Mixer
——| Filter r_g—) —»1 Filter
Oscillator Oscillator

Figure 9.12 Sampler versus mixer.

It is instructive to anayze further the potential limitations of under-sampling. In
particular, the oscillator jitter is commonly aleged to be a trouble spot for this tech-
nique. As illustrated in Fig. 9.12, we will do a comparison with the conventional
mixer. One can calculate the effect of ocillator jitter with the help of Figures 9.13

and 9.14.
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Figure 9.13 Modeling sampling-oscillator noise.

The output of the sampler S (kT), produced in redlity by the noisy sampling of a
pure input signal St), can be regarded as the noiseless sampling of an effectively jit-
tery input S(¢ — 7). Fig. 9.13 shows this equivalence, with = being a low-pass random
process describing the oscillator jitter. If this process has the spectral density function
Ss:(Af), the oscillator and effective input SSCRs (signd-sideband-to-carrier ratios)
arerelated asin Fig. 9.14. Thisis easily derived by observing that the variation §O0(z)
of the oscillator output O(t) = A, sin(w,t + ¢,) is proportiona to its time derivative
Aow, cos(wot + @) and T = 8¢ while the variation 8S(¢) of the effective input signa
S(t) = A sin(wst + @s) is proportional to Asws cos(wst + ¢5) and the same 8¢. Elimi-
nating this variablebetweenthe § O(r)and 5S(r) expressions, the relationship between
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Figure 9.14 Effective input noise signals.

the actual oscillator noise spectrum and the effective input signal spectrum is obtained.
Graphically this dependence is represented in Fig. 9.15.
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Figure 9.15 Effective input noise spectra of sampler.

Applying the previous development to the RF input case in Fig. 9.16 shows clearly
that sampling large blockers superimposes substantial oscillator noise over the desired
RF signal.

Thisis Smilar to reciprocal mixing in conventional mixers. Furthermore, when we
compare the two effects in the equivalent frequency plans of Fig. 9.17 for the conven-
tiona and the IF-sampled cases, the oscillator jitter requirements become identicd, as
seenin Fig. 9.18.

An interesting observation is that under-sampling effectively acts as down-conver-
sion to a second IF a fs/4. In this view, the anti-aliasing conditions of the first IF
filter become “image rejection” conditions for the down-conversion to the second IF.
Thisinterpretation shows intuitively why under-sampling and mixing require identical
oscillator specifications.

Comparing the intrinsic noise performance of the two circuits in Fig. 9.12, we ob-
serve that input noise folding is present in both cases, albeit through different (but
related) mechanisms. The IF filters reduce these effects. A more severe sampler prob-
lem absent from the mixer is the aliasing of self thermal noise. The in-channel portion
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of this noise for a given sampling frequency is KT/C divided by the over-sampling
ratio with respect to the channel width. A potentially serious practical limitation for
large under-sampling ratios is the use of small sampling capacitors dictated by circuit
bandwidth requirements. Fortunately, in awell designed receiver, 70-80dB of gain
is present between the antenna and the sampler, reducing the KT/C noise effect to
insignificant levels. Thisis similar to conventional sampling at the baseband.

94 BAND-PASS A/D CONVERSION

The discussions regarding Fig. 9.10 and 917 point out that band-pass Sgma-ddta
A/D conversion is naturally suited for IF sampling. The circuit resources for obtaining
high dynamic range are used only within the desred channel. The interfering input
signas and the A/D quantization noise are filtered out in the decimator, whose digital
signal processing capabilities mimic the conventional anaog approach. The structure
of Fig. 9.19 is identical to that of the discarded block in Fig. 9.9.

The block diagram of a conventiona band-pass sigma-delta modulator is shown in
Fig. 920. It isimportant to verify the performance of this circuit in the presence of
blockers. Computer simulations, which have been checked with extensve measure-
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ments, are shown in Figures 9.21 and 9.22. The circuit behavior in Fig. 9.21 in re-
sponseto increasingly stronger blockersis easily anticipated. The non-trivia increase
in blocker insensitivity at high offset frequencies shown in Fig. 9.22 is unexpected but
wecome. Further invedtigations are necessary to fully explain this property.

9.5 CONCLUSIONS

Designing IF-sampled transceivers is no simpler than designing conventional architec-
tures, despite the promise and advantages of a more digital implementation. Careful
tradeoffs between radio-system and circuit issues have to be made in the context of
cogt and power dissipation budgets. For narrow-band digital wireless systems, such as
G3M, it islikey that IF-sampled portable transceivers will become practical. Based
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on the considerations in this paper, it is reasonable to expect that such a solution will
use amoderate level of under-sampling and passive IF filters.
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10 TRANSMITTER CONCEPTS,
INTEGRATION AND DESIGN
TRADE-OFFS

Stefan Heinen and Stefan Herzinger

Infineon Technologies AG i. Gr.
RF IC Design Center
Dusseldorf/Munich, Germany

Abstract: An overview of different transmit architectures is given. The major scope
are the concepts used in the GSM system. A comparison with respect to integration
level and system cogt is given. The modulation loop concept commonly used today is
discussed in detail, with respect to implementation details and trade-offs.

101 INTRODUCTION

The rapidly growing mobile communication market requires increasing the efforts to
achieve higher integration levels. The ultimate god is the integration of a complete
mobile on a single die— preferably on a CMOS die. The example given in Fig. 101
is dtill adream. Today, we are far away from this god. RF CMOS is more or less
a research topic, athough there are dready a lot of publications deding with this
subject [1-6]. A demonstration of afully functional GSM-like high-end system is not
yet in sight. This would require a circuit which achieves the system specifications
with respect to process, temperature and supply variations. Moreover, this target has
to be met inarea environment, including on-chip bias circuitry. For these reasons, we

4
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are presently far away from integrating the RF parts of high-end systems on a single
CMOS die.

ok

Figure 10.1 The ultimate integration goal.

It has not been demonstrated yet how to integrate large digital blocks along with
analog RF blocks. Basehand digital signal processing typically requires a large die
areaeven in advanced technologies. Itistherefore desirableto follow the digita shrink
path as fast as possible. From this point of view, the single-chip mobile might remain
too expensive as long as reasonable cost reduction can be achieved by shrinking the
digital functions. The design of the andog RF portion surely is the bottleneck in the
product cycle. Therefore research for a single-chip mobile might be postponed until
the dies are pad limited, which will provide the die area required for the RF blocks
without additional cost. However, the system performance has to be achieved under a
lot of constraints:
= reduced supply voltage might result in the need for very high VCO gain and in

increased current consumption
s substrate noise
m |ow substrateresistance
» high process tolerances

Due to the fact that the industry has to deliver products a optimum cost, perfor-
mance and Size, and at a certain point in time, we see an evolutionary development.
That means the industry is relying on proven technologies, which are going to alow
volume shipping a alow risk with respect to time-to-market. Therefore, architectures
asgivenin Fig. 102 will be used in the next integration step.

10.2 GSM TRANSMITTER REQUIREMENTS

In order to derive the requirements of the transmitter building blocks, the GSM sys-
tem specifications have been reviewed and translated into requirements related to the
power spectra density. Fig. 10.3 is generated from [7], Sections4.2.1 and 4.3.3, which
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are dedling with emissions due to modulation and unwanted emissions. The worst
case occurs while transmitting on the highest channel at 915 MHz, due to the spurious
emission requirements in the mobile RX band 935 MHz to 960 MHz, given in Sec-
tion 4.3.3 of [7]. In order to avoid interference with the reception of a nearby mobile,
the maximum alowed power in a 100 kHz bandwidth is =79 dBm. Considering power
amplifiers of class 4— which means 2W or 33 dBm—this results in a requirement



144 CIRCUITSAND SYSTEMS FOR WIRELESS COMMUNICATIONS

of =162 dBc/Hz a 20 MHz offset as shown in Fig. 104. For DCS1800 mobiles, this
specification is relaxed to —71 dBm.

©)

Figure 10.5 Basic GMSK TX Architectures. a) Direct modulation, b) IF modulation
with up-conversion mixing, ¢) modulation loop.

103 BASIC GMSK TX ARCHITECTURES

The basic architectures shown in Fig. 105 are commonly used today. The aim of this
section is to give a comprehensive review of these architectures including a discus-
sion of the advantages and disadvantages in terms of cost and implementation issues.

Emphasis will be laid on spurious emissions with respect to nonlinearities. A qualita
tive study of the effects will be presented, helping to understand the design trade-offs
which occur in the implementation of the different architectures. The power amplifier

will not be included in this discussion.

10.3.1 Direct modulation

In this section, the basic behaviour of adirect-modulation system as shown in Fig. 106
will be studied. Most of the basic characterigtics discussed here will aso apply to the
other architectures using the basic vector modulator a a different frequency. The first
target of the modulator is to generate a GM SK modulation which is compliant with the
system specification [7]. Moreover, the given modul ation mask sub-clause4.2.10f [1]
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Figure 10.6 Direct-modulation system: Spectrum due to modulation and wideband
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has to be fulfilled. This means that the unwanted power of a mobile unit measured at
30 kHz offsets between 400 kHz and 1800 kHz has to be lower than 60 dBc, where the
carrier power is dso measured indde a bandwidth of 30kHz. Including a reduction
of 85dB to take into account the reduced bandwidth used to measure the carrier, the
requirement will be —113.3 dBc/Hz. Thedigital part has to deliver aresolution which

is sufficient to achieve this requirement, because the anti-aiasing lowpass filters after
the DACs cannot provide an additional attenuation below 1 MHz (see Fig. 106). The
lower limit for the lowpass cut-off frequency is given by the required phase accuracy.

In order to improve the performance or to reduce the ADC resolution, compensation

in the digitl domain might be used. The LO-synthesiser causes additional unwanted

emissons at point C of Fig. 106 in the form of reference spurs, which have to be

consdered as well.

The modulator, as shown in the grey box of Fig. 107, will have a wideband noise
floor of about 40dBc/Hz. In the TX chain after the modulator, no further narrow-
band filtering is possble, which is due to the fact that the RF-LO is used to adjust the
TX channdl. Thus, the noise floor of the modulator itself will dominate the unwanted
emissions above 2MHz.

Using a vector modulator as single-side-band modulator, a typical measurement
result is given in Fig. 10.83). Part b) of the figure shows simulation results of SSB
modulation and a GMSK modulation. An ided modulator would generate only a
singletone for the SSB case, whereas the real modulator will generate alot of different
components. The image rejection will be limited by the accuracy of the phase shifter.
There might be LO leskage as well due to DC offsets. The other tones are generated
by the nonlinearities of the modulator. They will result in a wider spectrum as shown
in the Smulation part b) of Fig. 108.
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Therefore, nonlinearity is of major concern in the implementation of a vector mod-
ulator. In order to understand the basic influence of the different nonlinearities, the
first gep is to separate them.

Considering only limiting amplifiers in the input stage of the modulator as shown
in Fig. 109 at first results in the tones given in the same figure. Assuming that the
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input nonlinearity is hard limiting, the input signals are square waves with a phase
shift of 90 degree. It can be seen from the Fourier coefficients that the phase of the
harmonics in one of the input paths will change by 180 degree, e.g., the 3rd harmonics
compared to the fundamental. This means for the 3rd harmonics the upper sideband
will be rgected and the lower sideband located at fi.0 — 3 fm Will occur. In Fig. 10.10,
only nonlinearities after the LO phase shifter and in the output stage are considered.

For reasons similar to the ones discussed previously, the input signa will be mod-
ulated onto the lower sideband of the 3rd harmonics of the LO. That means a tone
will occur a 3 fio — fm- Because of the output nonlinearity, an intermodulation prod-
uct will be generated a — fiLo + 3 fm, Which is mirrored to the positive frequency
fLo—3fm-

Finaly, taking the nonlinearity of the power amplifier into account, additiona in-
termodulation products will be generated as shown in Fig. 1011

What does this really mean for the system? The nonlinearities will generate awider
GMSK spectrum. There are two ways to meet the system specifications. Thefirstisto
make the modulator as linear as possible, thereby avoiding the wider spectrum. This
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results in an increase in power consumption. The second way is to make the power
amplifier more linear in order to reduce the intermodulation. However, the result with
respect to power is even worse. Accordingly, this is surely not the way to go for a
battery-powered mohile.

Another quite important requirement is the wideband noise floor at the modulator
output. As shown in Fig. 10.3, the TX in band requirements are —133 dBc/Hz below
20MHz offset and —138 dBc/Hz above. In order to achieve these specifications, an
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output power of about 0 dBm is required, which is hard to achieve when using aCMOS
implementation.

The direct-up-conversion architecture shown in Fig. 106 has the drawback that the
RF-VCO operates at the output frequency. Therefore, depending on the quality of
shidlding, are-modulation may occur. Thiswill result in a phase error which might be
too high. In order to avoid this problem, dmogt dl commercialy available implemen-
tations use an offset mixing scheme in order to generate the desired output frequency.

10.3.2 IFmodulation

IF-SAW
or
discrete

Digital 1Q Generation

Duplexer

RF-LO
IF-LO fixed channel adjustment

Figure 10.12 |F modulation.

In the last section, the basic characteristics of the vector modulator have been dis-
cussed intensively in combination with direct up-conversion architecture. Most of the
issues apply aswell to the IF modulation architecture given in Fig. 10.12. The IF mod-
ulation has amajor advantage compared to the direct up-converson. Fird, the remod-
ulation problem does not occur and the isolation requirements are relaxed. Second,
anarrow IFSAW filter might be used to reduce the unwanted emissions. Moreover,
the architecture is well suited for dual-band applications (GSM in combination with
DCS1800). The IF-modulator will be used for both systems at a common IF, whereas
two up-conversion mixers are used to generated the different TX frequency bands.

As described in Section 10.2, a noise floor of —162 dBc/Hz has to be redlized
in a GSM system. The direct-up-conversion architecture requires a duplexer in the
front-end because the noise floor generated by the modulator is quite high. The IF-
modulation system comes up with a lower noise floor, which might be in the range
of =160 dBc/Hz. In order to guarantee the performance in high-volume production,
something like —165 dBc/Hz would be needed. Therefore, the IF-modulation archi-
tecture cannot avoid the expensive duplexer. During the last few years, the modulation
loop architecture has reached maturity and is the only system approach which avoids
the duplexer.

10.3.3 Modulation loop

As dready mentioned, the modulation-loop-based transmitter of Fig. 1013 has be-
come quite popular. The first reason is the fact that no duplexer is needed. A second
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major advantage is the dual-band capability of the architecture. The modulation loop
ismore or less a PLL in which the reference of the phase detector is modulated. In
the feedback path of the loop, a down-conversion mixer is used to provide the down-
converted VCO signal to the phase detector. The RF-VCO provides the LO for the

down-conversion mixer, synthesised by a conventional PLL in order to adjust the de-
sired channel.

RF-LO
1021-1056MHz

to PA
typ. +10dBm

IF-LO —by
TX: 141 MHz

Figure 10.14 Modulation loop: modulate reference path.

880-915MHz

Due to the high reference frequency of 100MHz or higher (refer to Fig. 10.14)
there are severd hundred phase comparisons for one transmitted bit. Therefore the
loop is able to copy the phase modulation of the reference path onto the output of
the power VCO, which is within the loop. The GMSK modulation used in GSM-like
systems is a pure phase modulation and does not exhibit any amplitude modulation.
The power-VCO provides avery low noise floor at 20 MHz offset— typically lessthan
—165 dBc/Hz. This VCO is redlized as a module and is capable of driving the power
amplifier directly without additional noisy buffer sages.

The configuration can be seen as atransformation of an RF bandpass into alowpass
filter.

In Fig. 10.15, the principal block diagram of an up-conversion loop with modula-
tion in the feedback loop is given dong with its frequency plan. This configuration
requires that the output of the vector modulator within the feedback path does not
exhibit any phase modulation. Accordingly, the VCO must have phase modulation
which is cancelled by the vector modulator in order to fulfill the requirements of the
phase-locked loop.
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Figure 10.15 Modulation loop: modulate feedback path.

ciar A [Aplacvar ca |
270 OPT E 12 TOL PER_CENT -5 § = 68p OPT E 12 TOL PER_CENT -5

f AZ Schamal | CetimMetr
12 TOL PER_CENT -5 L

Figure 10.16 Modulation loop: Simulation schematic for loop dynamics.

[Aptacvar €1
= 330p OPT E 12 TOL PER_CENT 5
—_—e J

Aplaciar C2
=4,7n OPT E 12 TOL PER_CENT -5 §

The GSM system requires an RM S phase accuracy of under 5 degrees, which calls
for a high cut-off frequency of the loop filter. On the other hand, only the VCO wide-
band noise should be present at 20 MHz frequency offset. In Fig. 1016, an APLAC
smulation setup [§ is given which is used to study the different noise contributions
within the modulation loop. The different noise sources, the corresponding transfer
functions and the resulting output noise contributions with respect to the major build-
ing blocks of Fig. 10.15 are givenin Fig. 1017 and Fig. 10.18.

Outside the modulation bandwidth and below 5 MHz, the vector modulator is the
dominant noise source, where the noise of the modulation itself is dominated by the
digital noise of the I-Q signal generation. Above 10MHz, the noise is dominated
by the noise of the power VCO. The phase-noise requirements of the IF-LO and the
RF-LO are relaxed due to the attenuation of the transfer function within the loop.
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Figure 10.18 Noise contributions and transfer functions of the major building blocks.

104 IMPLEMENTATION RESULTS

A magjor trade-off in designing the loop transfer function is to keep the bandwidth
high enough to keep the phase error low while achieving the -162 dBc/Hz at 20MHz
offset. As shown in Fig. 10.19 and Fig. 10.20, a transmitter based on the PMB 2251
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Figure 10.20 Measured phase noise within the RX band at 20 MHz offset.

modulation is able to achieve this god. Detalled information on the application circuit
and the measurement setup can be found in [9).

Fig. 1021 shows the results of an SSB-modulation generated by the PMB 2251
modulation loop. Due to the limiting behaviour of the type-4 PFD used in this appli-
cation, the unwanted tones are symmetrical with respect to the wanted sgnd. The
PFD removes any AM components, meaning that only aPM component remains. The
IM3 components are quite low at —60dBc. Therefore, the modulation mask can be
achieved easlly by using a power amplifier with relaxed specifications. The CMOS



154 CIRCUITSAND SYSTEMS FOR WIRELESS COMMUNICATIONS

REW 10 kHz  RF ALt 40 B
Rel Lvi vaw 10 kHz  Misar 20 dom
24 SWT 100 ms Unit din

il W |
Jr:ﬂ J“"’“"AMULU L; i UU UIL,_,.VIIL.-P..\J__J i

e )

Figure 10.21 Measured single-side-band spectrum of a PMB 2251 modulation loop.

DCSI1800 direct-conversion modulator reported in [1] exhibits an IM3 suppression of
35dB.

105 CONCLUSIONS AND FUTURE REQUIREMENTS

The increasing number of cellular subscribers requires the implementation of opti-
mised architectures of multi-band systems combining at least two standards out of
GSM, DCSI1800 and DCS1900. Therefore, problems like choosing the best possible
frequency plan or reducing the number of VCOs may dominate the R&D for at least
the next generation. Another challenge will be the implementation of multi-mode sys-
tem like DCS1800/DECT or GSM/UMTS. In these combinations, we have to cope
with different data rates and modulation methods. This will have a significant influ-
ence on the implementation and may require a step back in the integration level.

Another issue is the reduction of size and weight of the cellular phone. This will
require improved batteries along with reduced power consumption. Concerning the
talk time, the efficiency of the PA has to be improved in some way. The standby time
is important to the user as well, meaning that the power consumption of the receive
path has to be reduced.

As shown for the TX implementation in this Chapter, the overal system design
requires an optimum balance between alot of different effects. Taking the presented
problems into account, an increased integration level may result in higher system cost.
However, from the commercid point of view, system cost is the mgjor driving force. It
really does not matter which technology might be used: digital CMOS only or digital
CMOS, andog CMOS, BiCMOS or GaAs. A minimum system cost with respect
to a certain point in time has to be achieved. Therefore, issues like yield, design
cycles and availability of deep sub-micron technologies have to be considered. The
final conclusion from the authors' point of view is that reasonable integration steps
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are required depending on the system requirements, time schedule and the available
technology.
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Abstract: Wireless telecommunications will enter a new era in the coming years.
New systems and new customer needs are aready introducing vast challenges, in par-
ticular for the implementation of the terminals. The RF section is a major contributor to
the Sze and cogt of the terminal. Consequently, the winning terminal implementations
will be those with the best RF section.

None of the implementation technologies aone seem to provide the full answer to
the RF chalenges. Instead, the winning RF will be achieved by careful joint optimisa-
tion of the overdl technology portfolio with the proper radio architecture.

111 INTRODUCTION

From the early 1980s when the first generation of anadog syssems NMT, AMPS, and

TACS were first introduced, the cellular phone market has exploded to be one of the
major consumer product markets. By the end of 1997 there were close to 207 million

celular subscribers worldwide. There was an increase of 70 million during 1997
alone. According to some predictions the number of cellular subscribers will exceed
one hillion by 2005 [Nokia Press Release, September 1998]. Asaworld record for the

cdlular phone penetration, Finland hasjust exceeded 50% of the population (August
1998). Currently, digital narrow-band systems led by GSM continue to conquer the
world. Inthe near future, however, the voice-based second-generation cdllular systems
will be complemented by new systems. The main interest in Europe is toward the
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WCDMA radio access technology that ETS sdlected in January 1998 to be the basis
for the Universal Mobile Telecommunication Service (UMTS), aso referred to as the
third-generation cdlular system. The driving force behind the WCDMA system is the
increased need for data capacity, particularly for mobile multimedia applications.

Furthermore, there is a growing interest toward wireless data-communication ap-
plications. The “Bluetooth” concept,! working at 2.4GHz, will provide low capac-
ity short range wireless data transfer for various applications and accessories. The
Wirdess LAN systems at 2.4 and 5 GHz will increase the wireless data transmission
capacity in office environments.

Although many of the new systems are targeted to be globa, the trend is toward
higher diversity of co-existing systems. As aresult, terminals offering access to sev-
eral systems are needed, and the integration becomes extremely chalenging. In par-
ticular, the RF section— being a major contributor to the wireless terminal size and
cost—faces requirements that push the technologies to their limits.

The objective of this article is to discuss the main trends affecting the RF implemen-
tation of tomorrow’s wireless terminal: the emerging wide-band systems, upcoming
multi-system terminals, continuous miniaturisation, and cost-reduction. The first two
items are emerging new trends, whereas the latter items are more evolutionary ones.

112 CAPACITY FOR WIRELESS MULTIMEDIA

The wide-band wireless communication systems are finally moving forward from fea-
sibility studies to serious development programs. The main advantage of the new
systems, as advertised, are the high bit-rates ranging from hundreds of kbit/s up to
2Mbit/s for cellular wide-band. In WLAN systems pesk bit-rates could even exceed
20Mbit/s. The result of the high capacity is theincreasing need for DSP computational
power. In terminals, the requirements for the wide-band data flow are increasing up to
hundreds or thousands of MIPS. Fortunately, the increasingly complex DSP becomes
feasible as the evolution of the sub-micron CMOS technology continues.

One reason for the capacity being so high is the use of spectrum-efficient modula
tion methods. In order to meet the demanding specifications of the transmitted signd’s
spectrum, the transmitter has to be highly linear. For example, the adjacent-channel
power level must be in the order of —45dBc for the wide-band cdlular terminals.
With linear power amplifiers, it is extremely difficult to achieve a sufficient battery ef-
ficiency; typicaly, the battery efficiency fals into the region of 5 to 20%. This is not
satisfactory for cellular phone users who are used to relatively long talk times resulting
from battery efficiencies above 60 %.

The efficiencies can be boosted up with different transmitter linearisation schemes.
Some of the most promising methods are loca negative feedback, pre-distortion, and
feed-forward linearisation, illustrated in Fig. 11.1. Using the loca negative feedback
is highly desirable, since it does not affect the radio architecture, and since it aso
makes it possible to integrate the linearisation circuitry with the power amplifier.

For the pre-distortion, there are severd dternative approaches: analog, digitd fixed,
and digital adaptive pre-distortion. The analog pre-distortion schemeis difficult to con-

1o http://www.bluetooth.com
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Figure 11.1 Power amplifier linearisation concepts: (a) local negative feedback,
(b) fixed analog pre-distortion, (c) adaptive digital pre-distortion, (d) feed-forward.
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trol over the variations of temperature, supply voltage, and circuit parameters. With
the fixed digital scheme, the system can be taught for different conditions; still, ma
jor variations of the nonlinear characterigtics of the transistors are extremely difficult
to control. An adaptive concept would be flexible for varying conditions, but it suf-
fers from the overal complexity. The digital pre-distortion schemes introduce mod-
ifications to the whole transmitter chain: wider bandwidths of the filters and better
resolution of the D-to-A converters.

For achieving the ultimately linear operation, the feed-forward linearisation has
the highest potential. The feed-forward linearisation is truly adaptive to the different
conditions. Stll, the method suffers from the complicated control of the phase and
amplitude characterigtics of the two loops, and the power consumption can be unsatis-
factorily high for hand-held terminals.

An additiona difficulty, in particular for the CDMA systems, is the large power
control range, being in the order of 60 to 90dB. Maintaining the high linearity over
a wide range of power levels is a chalenge for the power amplifier design. CDMA
systems do not often operate a the maximum power level. Maintaining an adequate
efficiency at moderate output powers is therefore an extremely important objective.

The low efficiency combined with the increasing packaging density can lead to heat
transfer problems. To overcome these problems, mechanica and thermd design have
to be integrated with the eectrical design flow of future terminals.

Other new requirements of high bit-rate systems include fast-settling synthesisers
for variable-capacity TDMA systems and high-speed A-to-D and D-to-A converters
for the baseband section.

11.3 MULTIPLE RADIOS IN ONE UNIT

As the wide-band systems are coming, it is important to notice that the R&D for the
second generation terminals (GSM, GSM1800/1900, 1S-136, 1S95, PDC ... ) contin-
ues actively; the market is not showing any signs of saturation. Multiple systems will
co-exist in the same geographical areas. Accordingly, there is amarket need for termi-
nals offering access to severd systems. The non-competibility of the different sysems
causes difficulties for the implementation. In the baseband section, core platformsfor
severd radio access protocols can be implemented, whereas in the RF section it is
more difficult to design core solutions cost-efficiently.

The key task in implementing the RF section for a multi-system multi-band termi-
nal is to minimise the number of parale functions. Many of the active functions,
such as variable-gain amplifiers and mixers, can be designed to be adaptive to differ-
ent specifications, whereas passve circuits, such as filters and matching circuits, need
to be sdectable for each designated frequency band. High-frequency filter technolo-
gies are clearly the key for finding implementation solutions for future miniaturised
multi-mode terminas. An example RF architecture of a dual-mode terminal is shown
inFig. 11.2.

None of the semiconductor technologies done will provide an optimum platform
for the multi-mode transceivers. The best and only way to find the winning RF solu-
tion is to optimise the whole RF technology portfolio including the ICs, packaging,
substrates, passives, and filters with the RF architectures for the systems selected for
amulti-system product. BJT, BICMOS, CMOS, SGe, GaAs, SOI, and others will dll
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Figure 11.2 Example RF architecture of a dual-mode terminal.

remain possible enabling technologies for the optimum RF solution, but not targets by
themselves. The micro-electro-mechanicd systems (MEMS) will aso eventualy find
their way into wireless terminas. Possibly, MEMS could offer the needed tunability
for the passive functions: filters and matching circuits.

In addition to the component technologies, radio architectures more suitable for
multi-mode operation can be applied. As a part of the overal architecture, the sdec-
tion of reference clock frequencies is of utmost importance.

11.4 THE SMALLER THE BETTER

There seems to be more market demand on ultimately small phones than first pre-
dicted. Moreover, miniature phone engines are vital for the multi-mode terminalsin
which the eectronics of two or more terminals are integrated into one product, since
the new multi-mode terminals cannot be larger than current high-end single-mode cel-
lular phones.

Figure 11.3 shows the development of the volume of atypical GSM hand-portable.
The corresponding component count in the RF section is shown in Fig. 114. The Sg-
nificant improvements in size and component count of the hand-held digital cellular
phones have been achieved by increasing the level of integration in the phone. Cur-
rently, al active functions are integrated, even in the RF section. On average, there are
currently three RF ICsinatermina. Simultaneoudy, there are gpproximately 100 pas-
Sve discrete components in the RF section, as can be seenin Fig. 114. These discrete
components dominate the size; consequently, it is obvious that reducing the number of
discrete components is much more important than integrating the remaining 1Cs into
asingle chip.

In the evolutionary prediction illustrated in Fig. 11.3 and 114, the main improve-
ments are made by applying new packaging and interconnection technologies. The
old microwave hybrid technology is reborn with a dightly new appearance; custom
ICs are assembled using chip-scale miniature packages, eg. flip-chip, on a high-per-
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Figure 11.3 Development of volume (in cubic centimetres) of a typical GSM hand-
portable terminal.

formance substrate with passive filters, interconnections, and externa discrete compo-
nents.

More revolutionary improvements in the miniaturisation might be achieved with ad-
vanced transceiver architectures shown in Fig. 11.5. The direct conversion architecture
can be applied to some systems to remove the bulky IF filters. An ultimate goal could
be an al-digital transceiver adaptive to al major wireless systems. In the al-digital
transceiver, the sampling is carried out at the signa frequency. For severa reasons,
the approach is not yet feasible. The power consumption of the required Ghit/s signal
processing and the high-resol ution high-speed A-to-D conversion exceeds many times
the acceptable level for portable devices. Furthermore, the stopband rejection specifi-
cation for the remaining RF filter becomes extremely demanding: approximately 100
dB for narrow-band TDMA systems. With today’s technology, this would lead to a
filter having a physical size too large for hand-portable terminals.

11.5 ... FOR THE LOWEST COST

The prices of the cellular phones have dropped by tens of per cent annually over the last
years. In order to maintain the competitive edge, the total cost of the product needs to
be reduced. This trend will continue in the near future, and there is even more demand
for cogt reduction since the more complex — and hence more expensive— wide-band
and multi-mode terminals are coming. It seems evident that customers are not willing
to pay more for the new advanced terminals.
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Figure 11.4 Development of component count in the RF section of a typical GSM
hand-portable terminal.

Fortunately, the technologies that enable the miniaturisation provide, for the most
part, dso cost-reduction. The key issue is to optimise the radio architecture and the
technology portfolio for the lowest total cost and till meet the specified performance.
The production volumes of cellular phones have reached such high figures that in some
technology aress, eg. analog and RF ICs, the cellular phones have become the driver
application. As aresult, large termind manufacturers can have a significant influence
on the price and the development of the technology. The cost breakdown of the typ-
icd RF section is shown in Fig. 11.6. The cost implication of the direct-conversion
approach versus the super-heterodyne is also shown.

The duration of the design cycle is a major contributor to the total cost of the ter-
minal’s RF section. A key god, in particular in RF IC design with its long turnaround
time, must be the first-time success. In this respect, the quality of the design envi-
ronment and the device models play acritica role. The RF design environment must
be highly integrated to offer seamless system- and transistor-level simulation capabil-
ities, access to eectro-magnetic smulation tools, and capability to extract parasitics
and substrate couplings from the layout. With the increasing packaging densities, the
electro-thermal simulation becomes a necessity as well.

116 CONCLUSIONS

The overdl god, namely to be able to design the world's best miniature multi-mode
wide-band terminals with the ultimately lowest cog, is o challenging that it requires
RF designers to do miracles in the coming years. New technologies introduce new
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Figure 11.5 Radio front-end architectures: (a) super-heterodyne, (b) direct-
conversion, (c) all-digital receiver.

solutions but, a the same time, aso new problems. None of the implementation tech-
nologies will, however, offer a clear winning RF solution. Only by improving al
factors— technologies, architectures, and design environment— the optimum lead-
ing edge RF section can be developed. For innovative RF development, the designers
must magter larger systems and there is a clear need for multi-discipline experts, eg.,
in RF, DSP, and materids areas. With hard work, good vison, and committed design
teams we will seethat these miracles will take place— as S0 many other technologica
breakthroughs have in the past.
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12.1 INTRODUCTION TO THE FOLLOWING PAPERS

Radio-frequency (RF) circuit design used to be redlized using discrete bipolar devices,
and later integrated bipolar technology was used as well. However, because of the
dramatic growth of mobile communications and the need for providing highly minia
turised, cheaper equipment, there has been a recent surge of interest in realizing RF
circuitsin CMOS technology.

One of the chdlenges in RF design concerns the design of the front-end receiver
section, whose main role is to interface the radio frequency bands alocated for com-
munication with the baseband unit, which performs the bulk of the information pro-
cessing functions needed in modern radio communications. Conceptualy, such an RF
front-end receiver can be viewed as a mixed-signal processing and conversion chain
which combines a tunable bandpass filtering function, an analog-to—digital converter
(ADC), and adigital signd processor (DSP), as schematically illustrated in Fig. 12.1.

Whilst previous sections of this book have been concerned with the practical real-
ization of circuit and system solutions that provide the equivalent functionality of the
tunable bandpass filter, this section is concerned with the design and integrated-circuit
implementation of the analog—to—digital conversion function. At alater stage, the de-
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Figure 12.1 Simple conceptual representation of an RF receiver.

sign and implementation of dedicated DSP units for communication applications will
aso be considered.

Most of the work and design solutions reported to date have addressed the prob-
lem of narrow-band receivers, whereby only one channel is sdected for baseband
processing from the available multi-channel RF band [1]. Therefore, as indicated in
Table 12.1, the effective channel bandwidth to be digitised by the ADC has varied
typicaly from about 25 kHz for narrow-band frequency modulated receivers to ap-
proximately 1250 kHz for receivers based on spread-spectrum processing techniques.
Neither represents a particularly stringent requirement for the design of integrated
ADCs [2-6].

Table 12.1 Typical radio bandwidths and channel spacings for popular mobile radio
systems.

Standard Radio Bandwidth [MHz] Channel Spacing [kHz]
PDC 25

GSM 25 200
DCS-1800 75 200

DECT 20 1728

IS-95 (CDMA) 25 1250

AMPS 25 30

The present conservative situation, however, is changing very rapidly, due to the
insatiable demand for wider-band mobile communication systems capable of support-
ing high-speed data transmission as well as multimedia applications. Not too far in the
future, the ADCs in radio receiver front-ends are expected to digitise effective signa
bandwidths from afew MHz for hand-held terminds of the universal mobile telecom-
munication system (UMTS) to as much as 20-30 MHz in base stations implementing
the software radio concept. High dynamic range, low spurious components, |ow-volt-
age operation, and low power dissipation are additional requirements which, besides
wide bandwidth, significantly add to the design complexity of such ADCs.

This part of the book addresses the problem of designing high-performance, wide-
bandwidth integrated ADCs suitable for future generations of mobile communication
systems. First, Roovers introduces the performance metrics that are needed to eval-
uate the feasibility of receiver architectures with wide-band ADCs and compare the
relative performance of alternative forms of reaization. It is shown that when the per-
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formance of an ADC is mapped onto the requirements of a receiver architecture with

multi-channel processing, it should be able to provide not only wide bandwidth but

aso high dynamic range with respect to noise limitations, distortion, and spurious sSig-

nals. Since the combination of wide bandwidth and stringent dynamic range demands
high power dissipation, such ADCs are not yet adequate for deployment in hand-held

terminals, where energy consumption is under tight control. Nevertheless, when such

ADCs are used in combination with some form of digitally-controlled signal amplifi-
cation, they can aready find useful applications in base stations, as it is illustrated in
acase-study developed for aGSM receiver. It is expected that the continuing research

of innovative circuit techniques combined with the availability of higher-performance
technologies, including the emerging SiGe, will make such converters also widely
used in portable equipment in the not too distant future.

Bang-Sup Song examines the current status of high-performance ADCs and dis-
cusses the fundamental techniques, namely pipeline-based and folding architectures,
which are expected to enable the realization of at least 14 bit conversion linearity over
an effective signal bandwidth higher than 25 MHz. The performance of pipeline ADCs
isfundamentally limited by the speed and linearity of the interstage residue amplifiers,
while the offset of the folding amplifier and overal circuit complexity appear to be the
major limitations of folding ADCs in achieving high-performance operation. For both
architectures, several improvements are discussed in order to increase effectively both
the number of conversion bits and the conversion speed while dissipating significantly
lower power than current solutions. Predictions based on recent work and trends indi-
cate that high-performance pipeline ADCs will be capable of achieving 15 bit to 16 bit
linearity with a spurious-free dynamic range over 90dB a a 100 MHz sampling rate,
and which will, therefore, make the widespread use of software radios feasible.

In the last contribution to this part of the book, Azeredo-Leme et al. begin by exam-
ining the contributions and requirements of different building blocks in a traditional
receiver front-end architecture, with the aim of allowing a more relaxed realization of
filters and synthesisers at the expense of a more complex ADC. For this purpose, they
introduce the concept of an image-rejection sub-sampling ADC, which is a combina-
tion of a highly oversampled ADC together with a sub-sampling block implementing
a double-quadrature mixer. It is shown that, for present mobile communication stan-
dards, this alows the digitisation of multiple radio frequency carriers and hence en-
abling the final channel tuning operation to be carried out fully in the digital domain.
An additional advantage offered by this approach is the digital control over selectivity
and tuning resolution, which lead to simplified implementations of multi-mode termi-
nals. It is further shown that no penalty to power dissipation arises when compared
with classica implementations.
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13.1 INTRODUCTION

Mobile communications have enjoyed a very fast growth and acceptance virtually
across dl continents. However, today we observe a multitude of standards with lit-
tle or no compatibility with each other. They differ both in the dlocaed bands and
in the modes of operation (FDMA, TDMA, CDMA to mention only the multiple ac-
cess techniques) as shown in Tab. 13.1. This has created the need for multi-band and
multi-mode terminals.

However, the classica super-heterodyne architecture, with the large number of ac-
curate frequency sdective filters it requires, makes it difficult to build such a multi-
standard radio in away compatible with today’ s demand for very high leve of integra
tion and long stand-by times.

This led to the development of the concept of “Software Radio” where the func-
tions of channel sdlection and filtering would be done digitaly by software. For ex-
ample, the telephone would have amemory module with the available standards at the
purchase date, and updates to new standards could be loaded later from a computer
connection.
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Table 13.1 Standards parameters for popular mobile radio systems.

New Centre Channel Multiple Modulation

Standards Band Spacing Access

PDC 810-826 MHz (Rx) 25kHz TDMA /4 DQPSK
940-956 MHz (Tx)

GSM 935-960 MHz (Rx) 200kHz TDMA GMSK
890-915 MHz (Tx)

DCS-1800 1805-1880 MHz (Rx) 200kHz TDMA GMSK

1710-1785MHz (Tx)

DECT 1880-1900 MHz 1728 kHz TDMA GMSK

I1S-95 869-894 MHz (Rx) 1250kHz CDMA QPSK
824-849 MHz (Tx)

AMPS 869-894 MHz (Rx) 30kHz FDMA FM

824-849 MHz (Tx)

—
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Figure 13.1 Unrealizable software radio concept where the radio is totally software
adaptable.

Consider thereceiver architecture. A broad-band LNA followed by an ADC digitise
the received antenna signal, and all processing would continue in aDSP, as shown in
Fig. 131

Obviously, this solution is completely unrealizable. Even if the DSP processing
power were to ever become available, the specifications on the ADC would be pro-
hibitive. The sampling rate would have to be of the order of 1 GHz in order to avoid
tunable filters, and the dynamic range would have to be well in excess of 100 dB since
no blocking filter is present.

However, the search for a receiver architecture requiring as few high-frequency
filters as possible is very active at present.

Practicad implementations of receivers basicdly rely on the sequencing of down-
converting mixers and IF filters until the desired signal is a baseband. That is the case
with the classical super-heterodyne architecture, see Fig. 13.2. The zero-IF receiver
(whichisdso classical) eliminates the I F but aso places adl channel sdlection and fil -
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Figure 13.2 Classical super-heterodyne architecture. Tuning is performed by the RF
synthesiser LO1 while the IF synthesiser is fixed. Channel filtering is performed at IF
and in the baseband. The ADC requirements are very relaxed.

tering in front of the ADC. More sophisticated architectures, like low-IF and quasi-1F,
relax the requirements placed on the | F filters by careful use of image rejection mixers,
but till place the ADC after channel selection and filtering.

Theresult is that the ADC is the component with the most relaxed specifications in
the receiver, while the filters need to accommodate very large dynamic ranges and are
of high order (and high Q in super-heterodyne architectures).

On the other hand, the need to perform the channel sdection requires that the fre-
quency synthesisers have a very fine frequency resolution equivalent to the channel
spacing. Depending on the standard, the filters' dynamic range can be above 100 dB,
and the synthesiser’s frequency resolution can be as low as 30kHz. The question we
want to answer here is this: “Is it possible to relax the requirements placed on the
filters and frequency synthesisers at the expense of amore complex ADC, but with no
penalty on power dissipation or monolithic compatibility?”

132 OVERSAMPLED ARCHITECTURES

It is better to place the ADC before the channd filters, as shown in Fig. 133. The
ADC must then be highly oversampled in order not to dlias high frequency interferers
into the baseband.

[NA IF AAF

Baseband

Amplitude & Time
Discretization

Figure 13.3 Super-heterodyne architecture with oversampling.
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Irrespective of the recelver architecture, the baseband signal produced by the down-
conversion mixer contains the channel signal at aweak level in addition to out-of-band
interferers that can be much stronger that the desired channel itself. Depending on the
IF filters' selectivity and on the standard, these interferers can be as high as 70dB
above the desired signal. Taking into account fast-fading effects and AGC margins,
the ADC will have to support alarge dynamic range of 60 to 90 dB.

The most convenient type of ADC to place at this point is a delta-sigma modul ator
(two are required, sincethe signa isin | and Q representation). Strong adjacent chan-
nels are combined with quantisation noise and actually act as a dither source and help
to randomise the bit stream. The digital decimating filter will then serve the dua func-
tion of attenuating both the quantisation noise and the adjacent channels interference.

In practice, the order of the baseband filter and the ADC has been interchanged.
The filter is now implemented digitally, reusing existing hardware— the decimating
filter. Only a simple anti-aliasing filter remains before the ADC, and the ADC has
been highly oversampled to avoid aliasing by unfiltered high-frequency interferers
and noise. As aresult, the dynamic range, which was supported by the filter in the
classical architecture, is now supported by the ADC.

The advantages of this architecture are numerous. The I/Q matching accuracy is
very good, depending basically on the matching of the two ADC input stages. The
portability between different technologies is facilitated since more of the signd pro-
cessing is done digitally. The filters can have a very accurate frequency response and
alinear phase characteristic important for digital modulation techniques. Besides, the
channel bandwidth can be easily programmed.

But the ADC is required to operate a avery high sampling rate and must achieve a
large dynamic range. We now compare the power dissipation of this ADC and that of
the origina filter it replaced.

13.3 POWER DISSIPATION ISSUES

The power dissipation of an analog circuit depends on many considerations, most of
them related to the limitations of the technology being used. But it is instructive to
consider the fundamental limitations of analog signal processing.

The basic function of an analog circuit is to process a voltage (or current) signal,
identified by its bandwidth B and amplitude, with a maximum degradation charac-
terised by distortion and noise. Regarding distortion, there are no relevant physical
limits determining aminimum power dissipation level. But in the case of noise, there
is a clear relationship involving temperature, signa bandwidth and circuit dynamic
range. For the case of voltage signals and optimal supply voltage corresponding to the
signal amplitude, it is given by the following expression [1]:

Psiss = 8kT-B-DR, (13.1)

where k is the Boltzmann constant and T is the absolute temperature. The dynamic
range, DR, is defined as the power ratio between the maximum signal amplitude (can

be an out of band interferer) to the therma noise integrated over the signal band-
width B. The power associated to (13.1) is dissipated by the necessary charging and
discharging of the capacitance on each circuit node carrying the signal. In afilter there
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are, as aminimum, N such nodes, where N is the filter order. In an ADC, only one
such node is necessary as aminimum: the sampling node.

This analysisis valid irrespective of continuous-time or discrete-time circuits. The
power dissipation is not affected by the actual sampling frequency of the ADC for a
fixed signa bandwidth and dynamic range. This leads to two conclusions.

1 The power dissipation of the ADC is not necessarily higher than that of the analog
filter it replaced.

2. The ADC can be oversampled by a large factor without penalty on the power dissi-
pation.

This second conclusion is important because it allows to use a sufficiently large
sampling frequency so that the ADC images will be far enough from the desired chan-
nel for the anti-aliasing filters to be of simple construction. It means that for a fixed
signa bandwidth (the channel bandwidth) and fixed dynamic range, the sampling fre-
quency can be increased without necessarily increasing the power consumption.

There are practical limits to this, however. In switched-capacitor (SC) circuits, as
the sampling frequency increases, the sampling capacitors can be decreased by the
same factor, to keep the thermal noise k - (T /C) constant within the signal band. The
reduced load capacitors alow to keep the same amplifier dew rate at the origind bias
currents, but the amplifier needs to have a higher gain-bandwidth product. That, in
turn, cannot be made higher than the internal non-dominant poles of the amplifier,
otherwise the phase margin will be reduced to unacceptable values.

Considering CMOS technology, the most power-efficient operating point of the
transconductance defining MOS transistors in an amplifier is in moderate inversion
with an over-drive voltage Vov = Vgs — Vr = S0mV. At this point the ratio G/ In
is maximum. However, the transitfrequency, Fr, of the transistors in the signal path
must be above the sampling frequency by afactor of typically 20, at least, to preserve
phase margin.

In CMQS, Fr of the transistors is a function of the operating point:

u-Vov
L2

An NMOS transistor in a 0.35 wum technology has an Fr of about 2 GHz, alow-
ing sampling frequencies approaching 100 MHz at optimum power dissipation, in the
sense that the transistors responsible for poles are biased at the maximum G /Ip
operating point. In fact, there are aready severd reports of delta-sigma modulators
vaidated for sampling frequencies in excess of 50 MHz [2-4].

Above that frequency, the over-drive voltage of the transistors will have to be in-
creased at least proportionally to the sampling frequency in order to keep their transit
frequency high enough. Since the MOS transconductance is of the form

Fr=

(13.2)

I
Gy =2-2, (13.3)
Vov

the bias current will have to be increased as well in order to keep the transconductance
vaues fixed. This makes the power consumption increase linearly with the sampling
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frequency, until the over-drive voltage is large enough for the transistors to enter the
velocity saturation region. Then the power dissipation will increase very fast with
increases in sampling frequency. Thisisillustrated in Fig. 134.

Pdiss
~d|a| wFs
Independent of Fs
Fs
_ Near weak Strong inversion  Velocity
inversion operation operation saturation

Figure 13.4 Typical power dissipation of a CMOS amplifier for constant (F; - Cy).

134 IF SAMPLING ARCHITECTURES

IF sampling architectures directly interface the ADC to a signa band centred at IF.
This leads to a convenient system partitioning where the IF is the interface between
the baseband signal processing chip and the RF front-end.

The analysisin the previous section showed that it is possible to efficiently increase
the sampling frequency of an SC circuit up to a frequency of 100 MHz. However, the
IF frequencies are often above this frequency, requiring more advanced architectures
to dlow direct sampling of the IF signal.

The solution is to operate in a sub-sampling mode. In this mode, the amplifiers
operate at a reduced rate, and only the input SC branches need to settle accurately
with IF input signals. Since these are simple passive branches, their operating speed
can be much higher than that of the active charge transfers performed by the amplifiers,
and can eadly alow sampling signals well above 100 MHz.

There are severd possible approaches to integrate the complete 1F-sampling re-
ceiver in CMOS.

Oneisto keep exactly the architecture of Fig. 13.3. The mixer could either be imple-
mented as a classica Gilbert cdll, using triode-region-biased transistors [6], or using a
sub-sampling SC circuit. Double-quadrature architectures can aso be considered for
improved image rejection in the RF front-end providing | and Q IF.

135 IMAGE-REJECTION SUB-SAMPLING ADC

A more ambitious approach is to embed the sub-sampling SC mixer in the ADC, as
shown in Fig. 135. The anti-aliasing filter is diminated and its function is performed
by the IF filters. This approach results in asignificant reduction of receiver complexity
and apotential power dissipation reduction since fewer blocks are required.

The IF filters can be strongly relaxed since they only need to attenuate the aliasing
bands of the ADC. The sub-sampling SC mixer can be implemented by appropriate
phasing of the input SC branches of the first integrator of the delta-sigma modulator.
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Figure 13.5 Receiver architecture using an image-rejection sub-sampling ADC.
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Figure 13.6 Block diagram of IF sampling block using two IRSSADCs.

We denote the component combining the functions of sub-sampling mixing, image
regjection (due to the double-quadrature topology) and analog-to-digita converson as
Image-Rejection Sub-Sampling ADC (IRSSADC). The application of IRSSADC for
the realization of the IF sampling block is shown in Fig. 136, where LO2; and LO2g
are the in-phase and quadrature signals of the IF locd oscillator. Two IRSSADCs are
required, realizing a double-quadrature down-conversion froman | and Q IF.

The mixing and addition operations are redlized directly at the input SC branches
of the ADC. These are exemplified in Fig. 13.7 where the output is connected to the
virtual ground of the first delta-sigma integrator. In a practica realization, the circuit
would be fully differential and would use parasitic-insensitive SC branches.

The clock phases in Fig. 13.7 redize a LO frequency at half the clock rate of the
delta-sigma modulator, F;. Since the switches implement impulse sampling, al odd
harmonics of the LO exit, thereby alowing sub-sampling operation.

Since the LO is a complex-domain circuit, the LO frequency should actualy be
analysed dso in the complex domain, where the frequency axis is not symmetrical.
Assuming amodel for the mixer in the form of amultiplier, the time waveforms repre-
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Figure 13.7 Input SC branches with corresponding clock phases for implementing
the IRSSADC.
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Figure 13.8 Time domain equivalent waveforms representing the | and Q LO.

senting the | and Q LO signal are as shown in Fig. 13.8. The arrows denote the Dirac
function corresponding to ided impulse sampling.

Applying the Fourier transform, we obtain the frequency representation shown in
Fig. 13.9. Asexpected, the spectrum is not symmetrical. Sincethe IF signd isasoin
a complex representation, the relevant band is located in the positive frequency axis.
The frequency band in the negative frequency axis corresponds to the image band.

The operation of this mixer is now clear: Consider the bands around Fy/2, 5F;/2,
9F;/2, ... Since thelocai oscillator frequency, LO2,is Fy/2,these bands correspond
to the fundamental 5" harmonic, 9" harmonic, etc., of LO2. Therefore, a sub-sam-
pling operation by afactor of 1, 5, 9,..., ispossble. If we eliminate the inversion in
Fig. 136, it canbe similarly shown that the sub-sampling factorsbecome 3 7, 11,...

The presence of multiple input bands is typical of sampled systems and the desired
band should be selected by an anti-aliasing filter in front of the mixer. This filter can
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Figure 13.9 Frequency domain equivalent spectrum representing the l and Q LO.

be the IF filter itsdf and should reject the bands +4 times LO2 away from the centre
IF band.

13.5.1 Case study

As a practica example, for an IF centre frequency of 150 MHz, and when operat-
ing with a sub-sampling factor of 5, the locd oscillator frequency is 30MHz and the
delta-sigma modulator sampling frequency is 60 MHz. The IF filter should reject the
aliasing bands around 30 MHz and 270 MHz.

Assuming a typical application such as GSM, where the baseband channel band-
width is 100kHz, the delta-sigma modulator would be operating with an oversampling
ratio of 60000/200 = 300. This would easily alow to achieve a dynamic range in ex-
cess of 90dB [4]. This dynamic range is higher than the ratio of maximum blocking
levels (within GSM band) to the minimum signal level, which is about 80 dB.

The previous example confirms that the IF filters can be substantially relaxed since
their function is basicaly to rgect diasing bands.



182 CIRCUITS AND SYSTEMS FOR WIRELESS COMMUNICATIONS

13.6 DIGITAL TUNING

As dready mentioned, the dynamic range of the ADC is increased by proper sizing
of the sampling capacitance, which, for a large oversampling frequency, can be very
small. This concerns the level of thermal noise. In delta-sigma modulators one must
also consider the quantisation noise. In these circuits, the signal-to-quantisation-noise
ratio (SQR) is a strong function of the oversampling ratio. By proper use of techniques
such as

a high order modulator loops,

a multi-bit quantising,

= data-weighted averaging linearisation,

an SQR above 90 dB can be easily achieved at a low oversampling ratio such as 16.
This means that in the present gpplication where the oversampling ratio is of the or-
der of 100, the quantisation noise is negligible compared to thermal noise within the
channel bandwidth.

LO1 Lo2 LO3

lle]

LNA IF

Baseband

Amplitude & Time
Discretization

Figure 13.10 Receiver architecture using an image-rejection sub-sampling ADC and
digital tuning.

This motivates a more ambitious application of the IRSSADC. Theideais to use
broadband digitalisation where a group of channels is down-converted to a very low
IF. The channel selection is then performed by athird mixer, as shown in Fg. 13.10.
At this point, signal processing is already digital, which dlows much flexibility in
defining channel spacing and channel filtering.

For example, in the case study above, the IRSSADC, at an oversampling ratio of
16, can digitise aband of 60 MHz / (2x16) = 1875 kHz. Thisalows to include 9 GSM
channels at once (the channd spacing is 200 kHz).

The high flexibility dueto easy digital programmability of channel centre frequency
and spacing is very advantageous for implementing amulti-mode/multi-band terminal.

Furthermore, the RF frequency synthesiser can now have a coarse frequency reso-
lution, which significantly relaxes its design specifications.

13.7 ARCHITECTURE SIMULATION

A Matlab/Simulink model has been developed to represent the architecture shown in
Fig. 13.11 consisting of an IF sub-sampling quadrature mixer, | and Q low-pass filters,

| and Q Delta-Sigma modulators, digital decimating filters and digital tuning. The IF
filter is not included.
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The Delta- Sigma modulators are of third order with 3-hit quantisation. They use dy-
namic dataaveraging linearisation of feedback multi-bit DACs. The GSM case-study
presented above is used here again.

Sub-sampling o ~
Mixer ADC Digital Tuner and filters

(AD h 8}9-& |

( [DDS]
AD(

Solf k—

l,é:

Figure 13.11 Architecture considered for simulation.

The sub-sampling mixer is a switched-capacitor circuit that samples the signal at
an Fs of 60 MHz and mixes it with two sampled sine waves in quadrature with a fre-
quency of Fs/2 =30MHz. This mixer generates | and Q sampled signals, which are
filtered by two anti-aliasing filters. The first one is a first-order switched-capacitor low-
pass filter (actually it is embedded in the mixer), and the second is a continuous-time
second-order Butterworth low-pass filter. The signd is then converted to the digital
domain, using athird-order delta-sigma converter sampling at Fsand decimated with a
sinc* filter into 60/8 = 7.5 MHz. Afterwards, the signal is mixed digitally with aDDS-
generated sine wave, converting the desired channel to base-band. Finally the signal
is low-pass filtered and decimated by 16 to obtain the desired | and Q components of
thesignal.

The signals applied are:
® Desired signd at 150.8 MHz with an amplitude 100 wV (0 dBref)

Interferer 1 a 1506 MHz (1 channel offset), amplitude 300 wV(+9.5 dBref)
Interferer 2 at 1504 MHz (2 channels offset), amplitude 12mV (+41 dBref)
Interferer 3 at 149.2 MHz (8 channels offset), amplitude 12mV (+41 dBref)
Interferer 4 at 147.8 MHz (15 channels offset), amplitude 630mV (+76 dBref)
Interferer 5 a 89.25 MHz (near 3/5 of IF), amplitude 25 wV (—12 dBref)
Interferer 6 at 1198 MHz (near 4/5 of IF), amplitude 100mV (+60 dBref)

The spectrum at the input of the Delta-Sigma modulator is shown in Fig. 13.123,
where the signals around IF were shifted to DC by the sub-sampling mixer. Thein-
terferer 16 is down-converted but strongly attenuated by the anti-diasing filters (not
shown). Theinterferer 5isdown-convertedwithout attenuation, becauseitliesaround
the third harmonic of the IF locd oscillator (90 MHz). If acomplex IF were used, as
inFig. 135, thisimagewould be strongly attenuated. Fig. 13.12b showsthe spectrum
at the output of the delta-sigma modulator, together with the transfer functions of the
anti-aiasing filters (curve 1) and of the sinc” decimating filter (curve 2). The signal
dynamic rangeis gtill 76 dB (ratio between the strongest interferer, 14, and the desired
sgnd).
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Figure 13.12 ADC AX converter input (a), ADC (A X) converter output (b).
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Figure 13.13 Decimator filter output (a), Digital mixer output (b).

Fig. 13.13a shows the resulting spectrum at the output of the decimating filter,
before the digital mixer, together with the transfer function of the anti-aiasing filter
plus sinc. The Delta-Sigma converter quantisation noise is well below the desired
signal.

Fig. 13.13b represents the digital mixer output. Curve 1 corresponds to the com-
bined transfer function of the anti-aliasing filter plus sinc®. Now the desired signal
is centred at DC and al interferers are in the rgjection band of the digital low-pass
decimation filters (not shown for clarity).

In Fig. 13.14, the spectrum at the output of the system is shown with the interferers
strongly attenuated and the desired signal well above the noise level. The last digitd
low-pass filter transfer function is aso represented. The image of interferer 5 can dso
be seen, generated in the sub-sampling mixer, and the image of interferer 2 generated
in the last decimation by two in the digital filter. Since this filter has a stop-band
attenuation of 65 dB and the interferer is41 dB above the desired signal, the image is
attenuated to 23 dB below the desired signdl.
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Figure 13.14 System output.

138 CONCLUSIONS

We introduced the concept of the image-rejection sub-sampling ADC, which is acom-
bination of a highly oversampled ADC associated with a sub-sampling block imple-
menting adouble-quadrature mixer.

This dlows to implement wide-band conversion for radio receivers with associated
advantages. On the one hand, software tuning and selectivity becomes possible, smpli-
fying implementation of multi-mode capability. On the other hand, the specifications
of the IF filters and of the RF frequency synthesiser can be relaxed, the former due
to the large dynamic range of the ADC that accepts a high level of blocking signals,
the latter due to the software tuning that dlows coarse frequency resolution in the RF
frequency synthesiser.

An analysis was presented that shows that these advantages should be possible with
no penalty on power dissipation, and simulation results demonstrate the efficacy of the
principle.
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14.1 INTRODUCTION

In order to redlise a multi-channel receiver system, awide-band A/D converter must
be available which can convert a complete band into the digital domain. The basic
schematic of a multi-channel receiver is shown in Fig. 14.1.

DSP

¢

!

\L_/—\ N\ A/D

MULTI-CHANNEL
FILTER

BAND FILTER

LO

Figure 14.1 Multi-channel receiver schematic.
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The multi-channel receiver has an antennainput (RF) followed by a band filter and
alow noise amplifier (LNA). The RF signd is down-converted to an IF frequency and
again some filtering can be applied. The IF sgnd containing the complete signal band
is then converted to the digital domain by a wide-band A/D converter. The channel
selectivity is implemented in the digital domain. The advantages of such a system
are obvious. increased flexibility and reduced andog hardware when more than one
channd is to be received smultaneoudy. These advantages of multi-channel receiver
are particularly interesting for cdlular base stations, where multiple channels are re-
ceived. The signa at the input of the A/D converter combines a wide bandwidth with
alarge dynamic range. This large dynamic rangeis due to the fact that neither channel
filtering nor variable gain can be used before the A/D conversion in a multi-channel
receiver. This means that the converter has to handle at the same time maximum
blocking and interfering signd levels while still receiving channds with signds a
minimum power levels. This puts severe performance requirements on the linearity
and noise contributions of the A/D converter,

142 PERFORMANCE METRICS FOR A/D CONVERTERS

There are two reasons to introduce performance metrics for A/D converters,
s to evaluate the feasibility of receiver architecture with awide-band A/D converter,
» to compare different A/D converter redisations (benchmarking).

The performance metrics used here are based on the effective performance in terms
of dynamic range, bandwidth, and power dissipation. Thesethree parameters are com-
bined into aglobd figure of merit. It should be clear to the reader that other parameters
such as latency, power supply voltage, input range, input impedance, etc. are important
aswell, but these are not included in the figure of merit. First the resolution bandwidth
product of an A/D converter is introduced. The A/D converter can be regarded as a
black box: anadog in, digital out as shownin Fig. 14.2.

Assuming that afull-scale, sngle-sine-wave input Sgnd is goplied to the A/D con-
verter, the digital output can be analysed using its Fast Fourier Transform (FFT) spec-
trum. This FFT spectrum contains the input signa together with noise and harmonic
components. From this FFT spectrum the SSINAD (Signd to Noise And Digtortion)
is calculated. This SNAD can be trandated in ENOB (Effective Number Of Bits),
describing the effective resolution of the A/D converter:

ENOB = (SINAD — 1.76dB)/6.02 (14.1)

This ENOB is measured in function of the input signa frequency (cf. Fig. 14.2).
The closer the ENOB approaches the nominal number of hits the better. The useful
bandwidth of the A/D converter can belimited in two ways: Firgt, the Nyquist criterion
gives a maximum bandwidth to be converted equal to half the sampling frequency
(f:/2). The second limitation is due to the fact that A/D converters tend to have a
reduced ENOB for high-frequency input sgnas. Therefore the effective resolution
bandwidth is defined as the minimum of the Nyquist frequency (fs/2)and the input
signa frequency for which the ENOB is reduced by 0.5 hit (fin, enob—0,5) COmpared
to the ENOB at low input frequencies (ENOBy). The effective resolution bandwidth
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Figure 14.2 A/D converter: Black-box representation and ENOB in function of fiy.

product (BWres) combines both the effective resolution and the effective resolution
bandwidith:

BWres = 2ENOBo . min( £; /2, fin, enob—0.5) (14.2)

This product is proportiond to the areain Fig. 14.2, wherethe difference to the nom-
inal resolution-bandwidth becomes clear. The effective resolution-bandwidth products
for some A/D converters are plotted in Fig. 143,

If the effective resolution bandwidth product is combined with the power dissipa
tion of the A/D converter a Figure of Merit (F.0.M.) can be defined:

Fo.M. = power/2 - BWres (14.3)
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Figure 14.3 BWres and ENOB, for some A/D converters. This data is derived from
manufacturers data sheets [2].

The factor of 2 is introduced to be compatible with the existing F.0.M. based on
nominal performance, i.e. Fo.Muominal = power/(2" f;). The dimension of the F.o.M
is Joule per conversion, and for better performance its value should be as smal as
possible. In Fig. 14.4 the evolution of this F.0.M. as afunction of time is plotted.

The improvement in A/D converter performance over time is both due to design
innovations and technology improvements. At this moment, wide-band A/D convert-
ers (10... 14 bit) that achieve aF.0.M. of 5 pJ per converson are date of the art. The
F.0.M. can be used to estimate the A/D converter's power dissipation for various appli-
cations in a resolution-bandwidth graph as shown in Fig. 145, The lines of constant
power dissipation are based on aF.0.M. of 5 pJ per conversion.

The wide-band A/D converters to be used in base-dtation receivers require band-
widths in the order of tens of MHz and resolutions in the order of 12 to 16 bit, de-
pending on the IF frequency used and the amount of filtering in the andog part of
the receiver. These A/D converters have a power consumption in the order of 1 Watt
and are therefore not suitable for implementation in handsets. For base station applica
tion, these levels of power dissipation are acceptable, and the benefits of receivers with
wide-band A/D converters can be exploited as multiple channel s share the same analog
front-end plus A/D converter. The redisation of this A/D converter for multi-channel
receiversis the main challengein A/D converter design.

14.3 RECEIVER ARCHITECTURE AND ADC SPECIFICATION

The resolution and bandwidth required for a multichannel receiver is explained with
GSM as an example. The GSM signal spectrumis shown in Fig. 146.
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Figure 14.5 ADC power dissipation in resolution-bandwidth graph based on 5pJ per

conversion.

The 25 MHz dgnd band is divided into 200kHz-wide channels. The base gaion
has to perform according to conformance test for blocking, interferers and sensitivity.
The conversion to the digitd domain of acomplete band requires adynamic rangein
the order of 100dB and abandwidth larger than 25 MHz. If only a single channel isto
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Figure 14.6 GSM signal band.

be converted, channd filtering and variable gain can be introduced in the analog Signdl
path to reduce the dynamic range requirements in the A/D converter [7].
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Figure 14.7 Receiver architecture with wide-band A/D converter.

Two architectures containing wide-band A/D converters are shown in Fg. 147.
The difference between them is the presence of a (single) channd filter in the first
one. For this single channel receiver, a variable-gain amplifier can be introduced to
reduce the required dynamic range of the A/D converter. The second architecture
is a multi-channel architecture that does not alow variable gain in front of the A/D
converter to reduce the A/D converter requirements.

When the performance of the ADC is mapped to the system requirements, two
kinds of Dynamic Range (DR) should be distinguished: DR due to noise limitation
(SNR) and DR due to digtortion and spurious signds (SFDR). The theoretica perfor-
mance of an A/D converter results in an SNR improvement of 6 dB per additional bit
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and an SFDR improvement of 9 dB/hit (3 harmonic in ideal quantisation). For the
SNR specification we have to take the “processing gain” into account: as the channel

bandwidth is smaler than the Nyqui st bandwidth, the noise outside the wanted channel
will befiltered out, resulting in an SNR improvement of 101og(BWnyquist/BWchannet)-

In Fig. 148, the SNR and SFDR of a 12hit A/D converter is plotted as a function of
the input signd level related to the full scae of the A/D converter (dBFS).
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Figure 14.8 SNR and SFDR as a function of signal level.

A red 12-hit converter typically achieves an SFDR of 80 dB (theoretically 108 dB
SFDR), which is not sufficient for amulti-channel base station receiver. This requires
at least a highly linear 14-bit wide-band A/D converter to achieve an SFDR of about
100dB.

14.4 CASE STUDY: SINGLE-CHANNEL RECEIVER BASED ON A
12-BIT WIDE-BAND A/D CONVERTER

The difference between red and ided A/D converters is explained by a 12-bit A/D
converter redlisation [1]. This BICMOS A/D converter is based on a cascaded fold-
ing-interpolating architecture resulting in a power/area efficient implementation. The
folding-interpolating quantiser is preceded by a wide-band Track-and-Hold to obtain
aresolution bandwidth equa to fs/2. The limiting factors in ENOB are contributed
by various sources of noise and distortion; nonlinearity in the Track-and-Hold, INL er-
rors due to mismatching in the quantiser, therma noise, clock buffer noise, etc. These
sources of noise and nonlinearity are often proportiona (or quadratically proportional)
to the power consumption. Asan example, the breakdown of the contributions of noise
and digtortion for the 12 bit A/D converter redisation is shown in Fig. 149.

Despite the state-of-the-art F.0.M. of 5 pJ per conversion, this 12-bit A/D converter
has not enough dynamic range to be used in a multi-channel receiver for cellular base-
stations. However, this wide-band A/D converter can be used to redlise a single-chan-
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nel IF-to-digital conversion system. This system is shown in Fig. 14.10. The channel
filter a IF reduces the dynamic range requirements and allows the use of a variable-
gain amplifier in front of the ADC. In this case, the varigble gain amplifier is digitaly
controlled and has again variable from 6 to 30dB in 6-dB steps. The basic schematic
of the Digitally Controlled Variable Gain (DVGA) is shown in Fig. 14.11. This addi-
tiona gain range extends the dynamic range for noise of the single channel receiver to
about 100dB for a 200kHz channel.

This DVGA was designed for low noise, low distortion, and fast settling, and it re-
places an input buffer amplifier to drive an A/D converter. The SFDR of the combined
DVGA and ADC isshownin Fig. 14.12.

While the SFDR of the A/D converter decreases with higher input signal levels, the
distortion of the DVGA increases. Since a channd filter is introduced in front of the
converter, the global SFDR of DVGA and ADC is sufficient to redlise a single-channel
IF-to-digital converter.
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145 CONCLUSIONS

A/D converters for multi-channel receiver base-gtations is THE chalenge in ADC de-

sign. Based on performance metrics and observations of state-of-the-art A/D convert-
ers, it can be concluded that the combined dynamic range and bandwidth requirements
for multi-channel receiverswill not below power: these A/D converterswill behot. As

ADCsfor multi-channel receivers are not yet available, wide-band A/D converters can

be used in combination with DVGA to build IF-to-digital conversion for single-chan-
nel recavers.
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151 INTRODUCTION

In digita wirdess systems, aneed to quantize ablock of spectrum with low intermod-
ulation has become one of many technically chalenging problems. Implementing IF
filters digitally has dready become a necessity in cell sites and base dtations as ex-
plained in Fig. 15.1. Evenin hand-held units, placing data conversion blocks closer
to the RF front end has many benefits. Subgtantial savings in system cost and com-
plexity can be attained by implementing highly sdective IF filters digitaly. Digita
IF filtering can increase immunity to adjacent and alternate channe interferences, and
the RF transcelver architecture can be made independent of the system and adapted to
different standards using software. However, al these predictions for the software ra-
dio rely on the availahility of low-spurious ADCs and DACs that consume low power
a low supply voltages.

Table 151 summarizes various RF communication standards. The fundamental
limit in quantizing the IF spectrum is crosstalk and overload, and the system perfor-
mance heavily depends on the SFDR (spurious-free dynamic range) of the sampling
ADC. Spurious components result from two non-linearity sources during the quan-
tization process. One is the differential non-linearity (DNL), and the other is the
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Table 15.1 Parameters of various RF communications.

Software programmable multi-standard radio transceivers.

Applications IF BW Modulation Baseband
FM mobile 30kHz M 4kHz
GSM 200kHz GMSK 13 kb/s
CDMA 2MH:z M-PSK 8 kb/s
Military FH 30kHz FH-QPSK 16kb/s
JTIDS 3MHz MSK 150kb/s
Microwave 20MHz 64 QAM 90 Mb/s

integral non-linearity (INL). The former produces harmonicaly unrelated spurious
components in the quantized spectrum while the latter produces intermodulation com-
ponents. A possible solution to reduce spurious components resulting from the limited
DNL is adithering method to spread the spurious components randomly [1]. Onthe
other hand, the limited INL can only be improved by straightening the ADC trans-
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fer characteristic. In general, only high-resolution techniques using oversampling or
calibration are known to improve INL.

15.1.1 Technical challenges In digital wireless

Fig. 15.2 explains why wide dynamic range is needed to quantize a wesk signa em-
bedded in strong interferences. To meet this growing demand, low-spurious ADCs are
being actively developed in ever increasing numbers. Current commercia products
for this purpose are only afew, such as Analog Devices's AD6640 (12 b, 65 MHz) and
National’s CLC952 (12b, 41 MHz), but more are being announced this year. Typi-
cd performance currently possible with bipolar or BICMOS technologies ranges from
12b to 14b sampling a 65 MHz with atypicd SFDR of 70dB to 80dB, athough
numbers higher than 80dB are often quoted for converters using a dithering method
[1]- [3]. Typica power consumption of such parts is well over haf a watt. For a
14b-level dynamic range while sampling a over 50MHz, it is necessary to control
the sampling jitter to below 0.3 ps. The low-jitter requirement is on the border line
of the bipolar chip performance, but very chalenging for scaled CMOS technologies.
However, unlike non-linearity that causes inter-channel mixing, the randomjitter in IF
sampling increases only the random noise floor. As aresult, the random jitter is not
considered as a fundamental problem in this application.

-13dBm
Strong Signal 91 dB

Dynamic Range

-104dBm
Weak Signal [ ‘
T -114dBm Noise

Figure 15.2 Spectral density of the RF spectrum.

Considering the current state of the art in CMOS ADCs, most architectures known
to date are unlikely to achieve a high sampling rate of over 50 MHz even with 0.2 to
0.3 wm technologies [4-13], but the situation looks better for bipolar or BICMOS [1-
3,14-16]. The ADC architecture varies depending on system requirements.

15.1.2 ADC state of the art

Fig. 153 is a resolution-versus-speed plot showing the trend of ADC-devel opment
works recently reported at the ISSCC. Three architectures stand out for threeimportant
areas of applications. For example, the oversampling converter is exclusively used to
achieve high resolution above 12 bleve at low frequencies. The difficulty in achieving
better than 12 b matching in conventional techniques gives a fair advantage to the
oversampling technique. For medium speed with high resolution, pipeline ADCs are
promising. At extremely high frequencies, only flash and folding ADCs survive, but



200 CIRCUITS AND SYSTEMS FOR WIRELESS COMMUNICATIONS

with low resolution. Asboth semiconductor process and design technology advance,
the performance envelope will be pushed further. Table 152 lists the state of the art of
> 12 ADCs in different technologies.
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Figure 15.3 ADC performance, resolution versus speed.

The ADC performance is often represented by a figure of merit L as shown in
Fig. 154. The higher L is, the more bits are obtained at higher speed with lower
power. The plot of L versus year shows the low-power and high-speed trend both for
integrated CMOS and bipolar/BiCMOS ADCs published at the ISSCC during the last
decade. Overdl, the low-power trend is evident though not dramatic.

15.2 TECHNIQUES FOR HIGH-RESOLUTION ADCS

There exist many high-speed ADC techniques for a wide range of resolution and
speed. Table 15.3 summarizes some of them and their features. In genera, the main
criteria of choosing ADC architectures are resolution and speed, but additiona re-
quirements such as power, chip area, supply voltage, latency, operating environment,
or technology often limit the choices. The current trend is toward low-cost integration
without using expensive discrete technologies. Among many high-speed data conver-
sion architectures, two high-speed candidate architectures, pipeline and folding, and
their variations with new system approaches are potential candidates to challenge the
limit st by the software radio. This paper is focused on these two architectures and
presents two possible ways to improve their linearities.

In general, ADC design examples are o diverse that it is difficult to fit dl of them
into a few fixed frames. While pipeline ADCs are limited by the DAC resolution
and residue amplifier gain, folding ADCs suffer from poor offset of the folding am-
plifier. Therefore, high-resolution techniques should be tailored for each architecture.



LOW-SPURIOUS ADC ARCHITECTURES FOR SOFTWARE RADIO

Table 15.2 State-of-the-art ADCs.

201

Author Speed Architecture Power
Note Bits Technology Area (mm?)
1. Opris 20M Pipeline w/ self calib. 250mwW sV
ISSCC98 12b 0.7 pm CMOS 32 x3.1
L. Singer 10M Pipeline 210mW 5V
VLSI96 14b 0.8 pm CMOS 19
S. Kwak SM Pipeline w/ calibration 60mW 5V
ISSCC97 15b 1.4 um CMOS 44 % 6.2
P. Vorenkamp 50M Cascaded folding 300mW S5V
ISSCC97 12b 13 GHz 1 um BiCMOS 25x33
T. Shu 10M Pipeline w/ calibration 350mW 5V
VLSI94 13b 1.4 pum BiCMOS 6.7 x 5.0
M. Mayes 1M Pipeline w/ calibration 200mW 5V/3.3V
ISSCC96 16b 1 um BiCMOS 5.7 x 6.1
R. Jewett 128 M Two-step w/ dithering 57W5/-52V
ISSCC97 12b 25 GHz Bipolar 56 x73

Analog high-resolution techniques reported to date to improve ADC linearity are as

follows:

a Dynamic matching (Plassche, JSSC, June 1979)
s Ratio-independent (Li, JSSC, Dec. 1934)
s Reference-feedforward (Sutarja, JSSC, Dec. 1983)

s Capacitor-error averaging (Song, JSSC, Dec. 1988)
s Current sampling (Schouwenaars, JSSC, Dec. 1983)

s Voltage sampling (Kerth, JSSC, April 1989)
a |nherently monotonic (Wu, ISCAS, 1994)
The dynamic matching technique s efficient, but it generates high-frequency noise.
The ratio-independent, reference-feedforward, and inherently monotonic techniques
either require more than two clock cycles or are limited to improvement in DNL
only. The capacitor-error averaging technique requires three clock cycles, and the
voltage/current sampling techniques are sensitive to clock sampling errors.
The ADC sdf-cdibration concepts have originated from the direct code-mapping
concepts using memory. The code-mapping technique is to predistort the digital input
of the DAC =0 that the DAC output can match the ided level from the calibration equip-
ment. Due to the precision equipment needed, this method has limited use. The first
self-calibration concept applied to the binary-ratioed successive-approximation ADC
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Figure 15.5 Capacitor ratio error measurement.

is to internally measure capacitor DAC ratio errors using aresistor-string calibration
DAC asshownin Fig. 155 [17]. Later, animproved concept of the digital-domain cal-
ibration was developed for the multi-step pipeline ADC [6], and the trend continues to
cdibrate ADCs in the background while ADCs are in operation [11,15].
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Table 15.3 High-speed ADC techniques and their features.

Techniques

Features

Flash

Interpolation/averaging

Pipeline

Folding

Time interleaving

Subranging

Double sampling

Current domain

Fastest, but complexity increases exponentially.

Reduces the number of preamplifiers and improves
DNL.

Fast, but limited by DAC accuracy and residue amplifier
settling.

Smaller number of comparators than flash, but limited
by speed and offset of the folders.

Parallel multi-path system, but limited by fixed pattern
noise and clock accuracy.

Smaller number of comparators than flash and monoto-
nic, but limited by comparator accuracy.

Have more time, but need extra interstage S/H.

Fast, but no precision linear current source exists.
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Figure 15.6 Digital code-error calibration technique.

The genera concept of the digital-domain calibration is to measure code or bit er-
rors, to store them in the memory, and to subtract them during the normal operation.
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Figure 15.7 Comparison of binary and thermometer code-error measurements.

The concept is explained in Fig. 156 using a generdized N-bit MDAC using a capac-
itor array [6]. If the DAC code increases by 1, the MDAC output should increase by
Veet OF Vier/2 if redundancy is used for digital correction. Any deviation from this
ided step is defined as a segment error. The code errors are obtained by accumulating
segment errors. This segment-error measurement needs two cycles. The first cycle
is to measure the switch-feedthrough error, and the next cycle is to measure the seg-
ment error. The segment error is Simply measured using the LSB-side of the ADC by
increasing the digital code by 1 In the case that N= 1, the segment error is the bit
error. If binary bit errors are measured and stored, the code error should be calculated
for subtraction during the norma operation. How to store DAC errors is a trade-off
issue. Ways to measure binary and thermometer code errors are explained in Fig. 15.7.
Examples of the digital calibration are well documented for the cases of the segment
error [11] and bit error [14] measurements.

The tatic linearity can be improved using many techniques as discussed, but the
speed improvement is not straightforward. Although digital calibration can improve
the resolution of the pipeline ADC to over 15b, the settling time of the interstage
residue amplifier has been the bottleneck in achieving high conversion rate.

153 OUTLOOK

New circuit techniques and architectures will lead to the implementation of data con-
verters for digita |F applications. Assume the god is to realize an ADC that meets
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the 14b, 50MHz requirement using low-power CMOS technologies. New high-reso-
Iution CMOS ADC architectures need to be explored so that high linearity and speed
can be readily obtained with less hardware complexity. The following are identified

as mgjor factors limiting performance in two candidate architectures.

s PipeineADC

- Speed of the residue amplifier

- Linearity and cdlibration
s Folding ADC

- Offset of the folding amplifier

- Complexity for high resolution

- Linearity and cdibration

In the pipeline ADC, the settling time of the interstage residue amplifier has been
the bottleneck in achieving high conversion rate. The system can be reconfigured so
that the interstage gain may be obtained using a transresistance amplifier to speed
up. Also the resolution of the folding ADC can be improved using a subranging con-
cept combined with cascaded folding. Subranging will greatly simplify the folding
architecture, and the idea of calibrating the folding ADC is feasible with manage-
able complexity. These two approaches have never been gpplied to ADCs with more
than 14 bits. To achieve such alinearity a over 50M Sample/s rate using CMOS, we
have to overcome numerous technical barriers. The ADC of this caliber has yet to be
demonstrated. An oversampling delta-sigma calibrator will enable dl calibrations in
the background.

Fig. 158 illustrates aresidue amplifier that can be used as afront-end of the pipeline
ADC. The system uses a current-domain residue amplifier, which has an added advan-
tage of using a current DAC which can be controlled more accurately a high speed
than voltage DACs. In the proposed architecture, linearity is limited only by the match-
ing between current sources and resistors. Since the matching in 1C processing is not
enough, we need to calibrate current sources in the background using an oversam-
pling delta-sigma cdibrator [15]. The ultimate limit of the conversion rate is set by
the settling time of the residue amplifier. For example, if the amplifier settles within
10ns with a 12 b resolution, the closed-loop time constant is about 11 ns. Thisin turn
requires a closed-loop bandwidth of about 145 MHz. This closed-loop bandwidth is
bdieved to be well within the reach of the current CMOS technologies. The system
differs from others having the following distinct features.

a Current-domain residue amplifier for fast settling
= Background calibration of current-domain MDAC
» Oversampling delta-sigma calibrator

The overdl system works as follows. The input sample-and-hold amplifier makes
anew sample ready for the residue amplification. The coarse digita values are aso
ready to switch differential current DAC elements for the residue amplification. An
LSB stageis dso assumed to be idedl within its resolution. One left-over phase of the
residue amplifier is used to caibrate the current DAC elements, where the output of
the residue amplifier corresponding to Vet is compared to the ideal Vis Using adelta-
sigma modulator. The hitstream output from this modulator is counted and averaged
to increment or decrement asmall current DAC to trim the current source. Behavioral
simulation results of the quantized output show that without calibration, the spurious
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Figure 15.8 Pipeline ADC front-end with background-calibrating current DAC.

level approaches —70dB assuming 0.2% component mismatch. However, with the
calibration engaged, the spurious level is suppressed to below — 100dB.
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The folding architecture has been most frequently adopted for high-speed ADCs.
The folding circuit simultaneously produces many zero crossing points, but they need
to be as accurate as the resolution of the ADC. Two limiting factors are the accuracy of
the folding thresholds and the linearity of the folding amplifier. Due to the difficulty
of controlling these, folding architectures have been known for high speed but for
resolution typicaly lower than 8 to 10 bits [18-20]. However, a a 14b leve, the
system aso becomes prohibitively complex, and a new efficient folding architecture
is needed. In addition, the new architecture should be calibratable for high linearity.

Severa improvements can be made on the basic folding and interpolation architec-
ture to overcome its limitations. The following features can increase the number of
hits effectively.

m Cascaded folding with an odd number of folding blocks

= Subranging concept in folding

s Background calibration of the reference and folding amplifier offsets
s Oversampling delta-sigma calibrator

For cascading, it is necessary to generate folded signds from the first folding am-
plifier, and a Gilbert-type multiplier circuit has been used [3]. However, the multiplier
requires level shifters and cascode circuits that make the implementation more com-
plex and introduce errors in the folding process. This difficulty can be overcome by
using the same current switch as in the first folding amplifier for the intermediate
stage. For this, the folding scheme needs to be modified o that the number of folding
blocks becomes an odd number. If the number is a multiple of an odd number, the
second folding outputs can be generated by summing the first folding outputs. Since
the summation of such outputs can be implemented using current switches, the same
circuitry used for the first folding amplifier can be used repeatedly. Using this and the
subranging concept, one solution to a calibratable cascaded folding architecture can
be configured as shown in Fig. 15.9. The number of output codes is not a power of
two, but the number of folding current switches is reduced to only 84. The firs-stage
folding amplifiers offsets are of interest and subject to cdibration.

The linearity of the resistor ladder network can be calibrated without interfering
with the norma conversion using a delta-sigmacalibrator [15]. An offset of the folding
amplifier has the same effect as the reference error, and it is the main source of errors.
To achieve 50M Sample/s conversion speed, it is necessary to have the reference plus
folding outputs settle within 10ns. To guarantee high resolution, a calibration scheme
to cancd the folding amplifier offsets should be incorporated. Fig. 15.10 shows such
an implementation of the folding current switch. When one folding current switch is
under calibration, its output is separated from the second folding block and fed into
an error measurement block. The input to the folding amplifier under calibration is
shorted to null the output. The output necessary for the second folding block is gen-
erated by interpolation. The error measurement block measures the folding amplifier
output, and the calibration logic adjusts the bias current of the folding current source
until the output of the folding amplifier is nulled. Like most pipeline ADCs, redun-
dancy can be used in the folding architecture for digital correction. A prototype of the
LSB 10b ADC to be usad in this architecture is implemented separately to prove the
speed of this architecture. Fig. 15.11 shows the 19 MHz input sampled a 157 MHz,
and its reconstructed waveform shows distinct steps.
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Figure 15.11 A/D-D/A outputs of a 10b pipeline folding ADC.

154 CONCLUSIONS

Digitization is now about to move into IF for wirdess systems. The software-pro-
grammable radio offers the technically most challenging tasks to the data acquisition
design community. Only high-performance ADCs and DACs, implementable in low-
cost VLS technologies and consuming one order of magnitude less power than current

circuits, will make the wide-spread use of software radios feasible. CMOS data con-
verters are not yet in this arena. However, two examples of high-resolution ADCs
shown here provethat even CMOS ADCs can moveinto the 100 MHz range with high

resolution if new robust architectures are developed. The current ADC art, estimated
by recent works, is projected to achieve alinearity of 15bto 16 b with a SFDR of over
90dB a a 100 MHz range in the near future.
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FOR FUTURE RF SYTSEMS
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Lab. for Electromagnetic Fields and Microwave Electronics
Swiss Federal Institue of Technology (ETH)
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16.1 INTRODUCTION TO THE FOLLOWING PAPERS

Today, silicon CMOS, bipolar and BIiCMOS technologies dominate the field of dig-
ital and low-frequency analog monoalithic integrated circuits. At RF frequencies of
500MHz and above, the choice of technology is no longer so straightforward, as other
technologies based on 111-V semiconductors (GaAs, InP) or SiGe heterojunction de-
vices show distinct advantages at least for certain building blocks like RF power am-
plifiers. The advantages and disadvantages of each of these technologies with respect
to performance, cost, ease of design, etc. are currently a subject of hot debate, both in
industrial companies and academic circles. Furthermore, the discussion with regard to
the optimum choice of integrated circuit technology for a certain part of an RF radio
system partly overlaps with the— no less controversial — debate on the desirability
and usefulness of the so-caled “single-chip radio.” The overlap of both controver-
sies about technology and the “right level of integration” also shows up in the three
contributions of this part.

Some contributions in this volume deal with aspects of the single-chip radio mainly
from a CMOS point of view. This seems natural because most of the push towards
the “single chip radio” currently comes from the people working their way up from
CMOS baseband processing to include more and more RF functions. A glance at
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the current publications on single-chip RF radios, which are too numerous to be cited

here, reveds, however, that most RF single chips presented till lack very important
parts of a complete transceiver, such as the final power stages, RF switches, sdlective
filters, and, sometimes, oscillators.

The extent to which al these functions can be integrated in the future depends not
only on the advances made by RF circuit designers, but aso on the genera develop-
ment of the silicon technology, which is driven by digita applications. It is not clear
whether the trends in digital CMQOS, e.g. towards ever lower supply voltages (mainly
dueto reduced gate length) and oxide thickness, do not contradict the requirements of
the RF circuit designer.

The first contribution, written by C. A. King, highlights the importance of low-
cost processing in advanced BiCMOS technology development. With a“CMOS first”
philosophy, the additional processing steps for fabricating the bipolar devicesare min-
imized. Nevertheless, apeak fr for the bipolar devices of 30 GHz is achieved. Using
similar device structures with the same “CMOS first” philosophy, S/SiGe heterostruc-
ture bipolar trandstors have been fabricated with a peak cut-off frequency of 54 GHz.
The process steps for device fabrication are shown and some properties of the S/SiGe
material system are discussed. The evaluation of the RF device performance and the
extracted delay eements show that further improvementsin fr should be posshble by
reducing thejunction capacitances.

R. Chrig’s contribution compares GaAs-Metal-Semiconductor-Field-Effect-Tran-
sstor (MESFET) RF IC technology with competing technologies seen from the view-
point of a commercia GaAs IC supplier. The transmitter linearity requirements in
advanced code-division multiple-access (CDMA) systems such as 1S-95 are consid-
erably higher than in the GSM (globd system for mobile communications) system.
Today, the 1S-95 specifications can be met more easily with power amplifiers based
on the GaAs MESFET or GaAs Heterojunction Bipolar Transistor (HBT) than with
slicon devices. However, it is not clear whether the HBT or MESFET will be more
economical, as HBT technology generally has a higher cost per wafer, but achieves
smaller die size for a given power output. In the following discussion of the single
chip radio, it is stated that full integration for its own sake makes no sense commer-
cialy. Aspects like development time, product life time, and design flexibility often
cal for less-than-maximum integration levels in commercia RF chip sets. Findly,
the key parameters of a sate-of-the-art GaAs RFMESFET process featuring enhance-
ment and depletion MESFETS, high-Q inductors (> 17 a 1.9 GHz), MIM capacitors,
and NiCr resistors are described.

In the third paper by U. Lott and W. Bé&chtold, different RF IC technologies are
compared regarding their frequency range of application and suitability for RF and
baseband integration. Thereafter, examples of RF ICs working at 2 GHz and above
are described.  Ultralow-power, low-noise amplifiers (LNAS) have been redised in
both a silicon bipolar and a GaAs MESFET technology a 19 GHz. Another LNA
including the switching function for athree-input-antenna diversity system a 4.5 GHz
has demonstrated low noise and low power performance. Findly, a 200mwW power
amplifier for 17 GHz using High-Electron-Mohility-Transistor (HEMT) technology is
shown. These examples highlight the potentia of advanced semiconductor technolo-
gies for redisng integrated circuits at multi-GHz frequencies, where RF CMOS will
lag behind GaAs MESFET technology for severd yearsto come.
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Abstract: BiCMOS for andog circuits is finding gpplicaions for which the high
transconductance, low noise, high output resistance, and additional gpeed of the bipo-
lar devices yidd aperformance not easily obtained through a CMOS technology done.
However, for BICMOS to remain aviable aternative for these applications, costs must
bekept low. Our BICMOS gpproach, MBiC (Modular BICMOS), arts with a sate-of-
the-art CMOS technology and adds a bipolar transistor in a modular fashion while
minimizing additiona process geps. Using process steps such as high-energy implan-
tation in place of epitaxy over a heavily doped sub-callector, and amorphous-Si  refill

techniques under the extrinsic base region, we produce S homo-junction devices with
cutoff frequencies of about 30 GHz with only three additionad masking levels. Using
similar device structures with the same “CMOS first” philosophy, we aso fabricated

SI/SGe hetero-junction bipolar transistors with a cutoff frequency of 54 GHz.
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17.1 INTRODUCTION

S BiCMOS technology is important for wireless gpplications since it provides low-
noise transistors with low power dissipation at microwave frequencies along with
the state-of-the-art CMOS needed for logic applications. This capability means that
BiCMOS technology provides the most likely opportunity to combine the radio and
signal-processing portions of wireless circuitry to make single-chip phones possible.
While CMOS aone may provide this capability at the lower bands in the future, mar-
kets will not wait for CMOS technology to evolve before striking a demand. There-
fore, the development of BiCMOS technologies will continue for current wireless com-
munication applications and for applications in emerging frequency bands.

172 SILICON BiCMOS

BiCMOS process development at Lucent Technologies follows a modular approach.
The bipolar trangistor is integrated into an existing CMOS process without changes
to the core process 0 that re-qualification of the MOS devices is not necessary. In
addition, the inclusion of the bipolar transistor is accomplished by adding as few litho-
graphy levels and processing steps as possible, in order to keep costs low. Techniques
such as high-energy implantation for sub-collector formation and poly-silicon refill-
ing for extrinsic base contacts help to eliminate unnecessary processing steps while
preserving device performance.

17.2.1  High-energy-implanted sub-collector

To reduce collector resistance in bipolar transistors, a buried layer, or sub-collector
layer, is generally used. This low-resigtivity layer is formed by implantation and dif-
fusion into patterned areas on the substrate. These regions are subsequently covered
using epitaxial growth by alayer having much higher resistivity to form the active col-
lector region. A high-energy implantation process which eliminates many steps and
therefore reduces cost and process complexity can replace this diffusion and epitaxy
process. Table 17.1 illustrates the device performance for the 0.25 wm High-Energy
Implanted BICMOS (HEIBIC) process of Lucent Technologies [1]. The change in

the cutoff frequency is strongly dependent on the breakdown voltage and thus on the
collector depletion layer transit time. A trade-off between the collector—emitter break-
down voltage and the cutoff frequency is clearly evident from Table 17.1.

173 LATERAL ETCHING AND AMORPHOUS S| REFILLING PROCESS

Lateral etching of SiO; is important for the fabrication of electronic device and micro-
machine structures. Micro-machines, which are mechanical surface or bulk devices,
use the lateral etching of SiO; to free overlying structural layers made of polycrys-
talline S or SisN4. Typica thicknesses of the oxide layer to be etched for micro-
machine fabrication are in the range from 0.1-0.5 wm, while the lateral etch distance
can be hundreds of um. For the fabrication of high-performance transistor structures,
lateral etching to remove an insulating region and replace it with a semiconducting
region is a useful process to lower costs and improve performance. In these devices,
acavity is first created by the removal of the insulator, usualy SiO3, using a solution
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Table 17.1 HEIBIC device performance.

NPN 3.3v 2.5V 2.5V-HS

Ag 0.4x 1.2 um? 0.4x1.2 um? 0.4x1.2 um?
fr 33 GHz 42 GHz 52GHz
Jmax 24 GHz 30GHz 33GHz

B 60 112 264

Va 25 23 10

BVceo 42V 3.8V 28V
BVcBo 89V 8.8V 8.1V
BVEpo 55V 46V 69V

BVcs 122V 126V 126V

Figure 17.1 An SEM micrograph of a laterally etched trench feature with 6 nm of
thermal oxide under the poly-silicon, WSi,, and nitride layers.

of HF acid. Subsequent to the latera etching process, the cavity is filled with amor-
phousS («-Si) or epitaxial S to create an electricd contact to underlying layers. This
lateral-etch-and-refill procedure is especially important in Bipolar-CMOS (BiCMOS)

processes where integration of a super self-aligned bipolar transistor with the MOS
devices must be accomplished with aminimum of steps to keep costs low [2,3].

In this work, we created extremely small cavity structures (down to only 2.5 nm)
and refilled them with «-Si. To the authors' knowledge, these are the smallest struc-
turesto be laterally etched and refilled. In addition, we report the etching and refilling
characteristics of such small structures and compare the resultsto previous work. Prior
work investigating the etch rate dependence on the cavity height, which is determined
by the thickness of the oxide layer, is inconsistent. One group finds a dependence [4]
while another does not [5]. In our work with very thin oxide layers, we see a depen-
dence of etch distance on cavity height in the thicknessrange of 50 nm down to 2.5 nm.
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In addition, we checked the dependence of the lateral etch distance on window open-
ing size and trench opening size in the range of 0.18-0.65 wm using scanning electron
microscopy (SEM). After creating cavities of various dimensions with laterd etching,
we refilled them with an «-Si layer and examined the final structure with SEM and
transmission electron microscopy (TEM).

The fabrication of test structures began with conventiond 150mm S (100) p/p+ epi
substrates. We started the process by creating a stack on the wafer resembling ametal-
oxide-semiconductor (MQOS) gate or abipolar junction transistor (BJT) extrinsic base.
From the substrate, the stack consists of SiQ», polycrystallineSi, WSix, and silicon ni-
tride. The stack formation process began with thermal oxidation. The initial oxidation
step was carried out in a conventional vertical oxidation furnace except for the 25 nm
oxide which was grown with rapid thermd oxidation [6]. Following the oxidetion, we
deposited «-Si at 550°C to athickness of 100nm using low-pressure chemical vapor
deposition (LPCVD). Next, WSi, was sputtered to a thickness of 120 nm on top of the
a-Si. To finish the stack formation, we used LPCVD to deposit 100 nm of Si3Ng. The
stack was then patterned using 248 nm deep UV lithography with a mask comprising
trench and window sizes ranging from 0.18 to 0.65 um. The trench patterns have a
width equal to the minimum size dimension and alength of a leest 1 mm while the
window features are circular with a diameter equal to the minimum size dimension.
After photo-lithography, we etched the nitride using reactive ion etching and stripped
the masking photoresist. Using the nitride as a mask, we continued to etch the WSi,
and polycrystalline S (converted from «-Siduring nitride deposition) layers with an
etch that is highly selective to oxide. This sdlective etch alowed us to stop on the thin
underlying oxide (2.5 to 50 nm) [6] and complete the test structure fabrication. With
the trench and window structures now formed on the wafer, we immersed the sam-
ples for 70 minutes in arecirculating bath of 0.49-weight-percent (wt. %) HF solution
controlled to a temperature of 21°C. The etch rate of blanket thermal oxide layersin
this bath is about 3 nm/min. Fig. 17.1 shows an SEM micrograph of a trench feature
after lateral etching in HF on a sample with a 6nm therma oxide. The laterd etch
distance is clearly demarcated by the undercut visible in the picture. The polycrys-
taline S, WSiy, and nitride layers are do clearly discernible. In Fig. 17.2, we plot
the latera etch distance in both trenches and windows for samples with underlying ox-
ide thicknesses of 6 and 20nm. For agiven feature (i.e. trench or window), the latera
etch distance is approximately independent of feature size from 0.18 to 0.65 wm. For
20 nm underlying oxide thickness, the average latera etch distance in trench features
is 183nm, while it is 166 nm for window features. A much larger disparity of the
latera etch distance between trenches and windows is apparent when the underlying
oxide thickness is reduced to 6 nm. In this case, the average latera etch distance for
trench featuresis 119 nm, and for windows it drops to only 84 nm.

Previoudy published results for lateral etching of much thicker oxide layers are in
conflict with each other. Two groups working with nearly identical etching conditions
(test structure, etch monitoring scheme, etc.) came to opposite conclusions regard-
ing the dependence of etch rate on oxide thickness. Monk et d. observed amost no
difference in the etching characterigtics of structures with 134nm and 2.36 wmoxide
layer thicknesses using a concentrated HF solution (49 wt. %) [5]. On the other hand,
Liu et d. observed alarge dissimilarity in the etching behavior of oxide channels with
layer thicknesses between 240 nmand 1.7 um using aless concentrated 26.5 wt. % HF



LOW-COST SIAND Si/Si;—xGex BICMOS FOR WIRELESS APPLICATIONS 221

200
C [ |
T i | 0:0 ! ! i
g f
c r o #tpj m] o 0o
g I 5§
73
8 1000 8§
s | (§ 8 88
g o0
= 50 B Trench, 20 nm oxide
s C ®  Window, 20 nm oxide
3 R O Trench, 6 nm oxide
- O  Window, 6 nm oxide
(1Y = S N U M M A A

0.0 0.1 0.2 0.3 04 0.5 0.6 0.7
Window or Trench Size (um)

Figure 17.2 The lateral etch distance for two samples with 6 and 20 nm oxide thick-
ness with window and trench features of various sizes. The samples were etched for
70 min. in 100:1 H20 : HF (0.49 wt. percent).

solution [4]. Liu attributed the thickness dependence of the etching to a liquid-solid
interaction between the silicon nitride over-layer and the HF solution. In our very thin
oxide layers (less than 20nm), we aso see a pronounced reduction of the etch rate
with oxide thickness. It is not readily apparent that the oxide should be etched at al
given the extremely small dimension of our thinnest sample (2.5 nm) which is on the
order of only 5 S Iattice congtants. The etch solution may be forced into the cavity by
capillary action or it may be drawn in by the hydrophilic nature of the oxide surface.
Thelatera etching of these cavities appears to be roughly described by simple mod-
els for capillary flow. The speed of liquid flow into a capillary can be approximated

by 7]

dz _ Ru(ysv —ysL)
dt 4nz ’

where Ry is the ratio between the volume and surface area of the cavity, ysv and yst
are surface free energies between the solid-vepor and solidHiquid interfaces, and 5 is
the viscosity of the liquid. For arectangular cross-section capillary with alength much
greater than its height, the liquid penetration after time t is given by

o=1 | (vsv — ys)th ’ 17.2)
2 n

where h is the cavity height. Therefore the extent of the lateral etch after time't is
proportiona to the square root of the cavity height. Based on the data of Fig. 17.2, the
ratio of latera etch depths for the two different cavity heights of 20 and 6 nm varies

17.1)
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between 15 and 2, while the square root of the ratio of the cavity heightsis 1.8. This
result suggests that capillary action may be important for the etching of these small
structures, however, further investigation is necessary.

For transistor applications, the cavity formed by the latera etch of the oxide must
be refilled with a conducting film to facilitate a contact to the crysta region. As the
gate length of S CMOS technology scales downward, the gate oxide thickness of the
transistor also scales downward. In order to achieve the maximum cost reduction in
aBICMOS technology, the lateral etch and refill process must be accomplished using
the gate oxide to form the cavity. Therefore, we studied oxide thicknesses down to
25nm to cover the low end of the range expected for the next few generations of
CMOS technology.

In our test structures, we refilled the cavity with «-Si deposited at 550°C using
LPCVD a 250mTorr. Fig. 17.3 exhibits the TEM results from the refill of «-Siinto
gaps ranging from 50 nm down tojust 2.5 nm. Even in the thinnest sample, the refill of
the cavity is complete without the appearance of large voids, which demonstrates that
the deposition process is extremely conformal. This result shows that this technique
indeed has great promise for future generations of BICMOS technology. In the sam-
ples with cavity thickness greater than 2.5 nm, the convergence of the top and bottom
growth frontsisvisble. In the 25 nm sample, however, the border of the growth fronts
is not visible due to taper introduced into the gap before the refill process. This taper
may come about from native oxide formation and removal. In al the samples, one can
notice that the refilled region is slightly thicker than the oxide thickness, which may
be due to native oxide formation along the top and bottom of the cavity walls while
awaiting «-Si deposition. The native oxide is removed by a short etch in dilute HF
immediately prior to deposition, leaving behind a larger cavity, which is most easily
seen inthe TEM images of the thinnest samples. We aso note that other experiments
show that the border crested by the coadescence of the top and bottom growth fronts
disappears completely in al samples after arapid thermal anneal (RTA) at 1060°C for
10 seconds.

174 SI/Sl_xGey HETEROSTRUCTURE BIPOLAR TRANSISTORS
Thegainina§ bipolar transstor is expressed as

.. DpxeNE

B DgWgN3g '’

(17.3)

where D isthe minority carrier diffusion coefficient, xgis the emitter thickness, Wpis
the base thickness, and N is the doping concentration. Modern S bipolar devices are
quickly approaching vertica scaling limits with base widths in the order of 50-80nm
and base doping levels well above 10'8 cm™3. The desire to reduce the base thickness
further to increase device speed (fr) is hampered by two fundamental constraints.
First, the base doping level cannot be raised substantially above about 3 - 1018 cm =3
because of the onset of high tunneling currents at the emitter—basejunction. A higher
base doping leve is required to avoid punch-through between the emitter and collector
and is desired to minimize base resistance (increase fmax). Secondly, the need to
maintain sufficient current gain requires that the emitter doping (which is dready at
the solid soluhility) be substantially higher than the base doping.
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Polysilicon

Figure 17.3 TEM micrographs of laterally etched cavities that have been refilled with
«-Si. The cavity height (oxide thickness) is 2.5nm in (a), 6 nm in (b), 20 nm in (c), and
50 nm in (d).

By placing ahetero-junction at the base-emitter junction, these constraints can be
considerably relaxed allowing continued scaling of bipolar devices. The expression for
current gain of a hetero-junction bipolar transistor (HBT) is modified in the following
way,

DpxgN AE
pr~ —BE Eex( g), (17.4)

" DeWgNp kT

where AE, is the bandgap discontinuity between the large-gap emitter and smaller-
gap base material. As AE, approaches severd KT, the doping levels in the emitter
and base can be completely reversed, alowing aheavily doped base layer to coexist

with alightly doped emitter region. This enhancement in the injection efficiency by
using dissmilar materials in the emitter and base regions permits bipolar devices to
be scded verticdly while improvements in lithographic technology alow them to be
scaled laterdly.

17.4.1  Epitaxial growth and material properties of Sij_y Gex

Sij—,Ge, aloys represent an example of a perfectly miscible system, and therefore
all compositions can be epitaxially grown as a single-crystal diamond lattice. Under
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certain growth conditions on silicon, such aloys will grow asisolated “idands’ rather
than as a continuous two-dimensional plane. This three-dimensiona growth is appro-
priately termed “idland growth”. Early molecular beam epitaxy (MBE) investigations
into the depogition of Ge on S repeatedly encountered problems with idand growth.
Two-dimensiona planar growth was not achieved until Kasper demonstrated that the
idands disappear when Si;—,Ge, aloys are grown on S with Ge mole fractions less
than 20 % [8-10]. Bean et d. later discovered that all compositions of Sij—,Ge, will
grow idand free, if the substrate temperature is kept within a window enclosed by
polycrystalline growth on one side and idand growth on the other [11]. They found
that a substrate temperature of 550°C is within this window for al Ge concentrations.
The onset of idand formation is dependent on the germanium fraction in the alloy
and occurs at increasingly higher growth temperatures as the germanium fraction is
lowered. This ground-breaking discovery paved the way for future implementations
of Siy—xGe, dloysin devices.

Once two-dimensiond planar growth is attained, there are still two options for the
manner in which the aloy can grow on the S subdtrate: srained and ungtrained. In
the case of anunstrained Sij—,Ge, aloy on a S substrate, the larger Sij—.Ge,equi-
librium lattice constant is maintained and, due to the difference in regidtration with the
S substrate, misfit dislocations occupy the inter-facial region. Misfit dislocations add
energy to the system in the form of dangling bonds, making the other mode of planar
growth, strained layer growth, energetically favorable under certain conditions.

For the case of strained layer growth of Si;—xGex onaS subdrate, thein-planelat-
tice constant of the alloy layer compresses to match that of the underlying S substrate.
Because of the relative thicknesses of the epitaxia layer and the subdirate, the change
of the lattice constant of the S substrate is negligible. Strain also adds energy to the
system since the bond angles are atered. Strain energy increases with layer volume.
Consequently, at some layer thickness, the energy to maintain strain in the growing
layer will overcome the energy to produce misfit didocations at the interface. Many
researchers explain strained layer growth using equilibrium analysis. From equilib-
rium calculations, one may find a criticd thickness a the point where layer growth
reverts from strained to unstrained.

Fig. 17.4 showsthe observed critica thicknessfor aSi-capped Sij—xGe,dloy layer
on S as afunction of Ge mole fraction. Grown thicknesses above the curve indicate
meta-gable or unstable layers that are prone to misfit didocation formation. Layer
thicknesses at or below the curve are completely stable and will not relax through the
process of misfit didocation formation. Relaxation can occur, however, through the
process of Ge diffusion, which transpires at sufficient thermal treatments (1000°C for
saverd minutes). On the other hand, boron diffusion of the base is a greater concern
for HBTs at these thermal budgets.

From Eq. (17.4), we noted that the bandgap discontinuity, AE,,is a very impor-
tant parameter to determine the injection efficiency enhancement of an HBT device
structure over that of a S homo-junction structure. Fig. 175 displays the bandgap
discontinuity for both strained [12] and unstrained [13] Sij—xGex as afunction of Ge
compodition. In the unstrained material, the bandgap changes rather dowly with Ge
composition until a value of about 85 % is reached, at which point the bandgap df-
ference rises quickly. In the case of strained material, AE, is large with even smal
fractions of Ge and continues to rise. When the Ge fraction reaches values of only
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Figure 17.4 Critical thickness vs. Ge alloy composition.

60 % in the strained layer, the actual bandgap is smaler than that of pure Ge! There
fore, not only it is important for HBT applications to maintain complete strain in the
dloy layer to avoid misfit didocations, but aso to obtain the maximum AE, possible

for a given Ge fraction.
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Figure 17.5 Bandgap difference for strained and unstrained SiGe as a function of Ge

composition.

17.4.2 Sh_,Ge, bipolar transistor structures

Since the first results that appeared in 1988, many researchers have begun examin-
ing the prospects of Si;—,Ge, HBTS. Because other hetero-junction systems have
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been studied for years, many of the ideas conceived for HBTS in those materials are
being applied to the Si/Si;_,Ge, system. Compositional grading at the devicejunc-
tions, compositional grading in the neutral base, and the use of alightly doped emitter
are among some examples of ideas retrofitted for Si/Si,_,Ge, hetero-junctions. In
addition, since this hetero-junction system is silicon based, researchers apply many
concepts from silicon technology as well. Processes and ideas include poly-silicon
emitters, ion implantation, rapid thermal and furnace annealing, and selective epitax-
id growth. Mogt of the work to date can be divided into two groups. The first class
of devices contains standard HBTs which utilize a single-crystal emitter and a base-
emitter hetero-junction to achieve an increase in injection efficiency. The devicesin
the second class use a poly-silicon emitter to increase injection efficiency and grading
of the bandgap in the neutral base region to introduce an eectric field to speed the
transport of minority carriers across the base.

Graded-baseSi—, Ge; bipolar trandstors.  Peatton et d. [14,15] first introduced
devices employing a poly-silicon emitter with a graded Ge profile. These devices use
a Ge profile in the base that is graded from 0% at the base-emitter junction up to a
vaue of about 15 % &t the base-collector junction. A secondary ion mass spectrom-
etry (SIMS) plot of the Ge and boron profiles for this graded-base process is shown
in Fig. 176. The graded Ge profile introduces a built-in eectric field in the quasi-
neutral base that reduces the transit time of injected electrons across the base thereby
increasing fr. The vertica doping profile, and thus the base sheet resistance, can-
not be atered from the homo-junction case, since the band offset at the base-emitter
junctionisnear 0 eV.
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Figure 17.6 SIMS profile of graded SiGe base bipolar transistor.

Although grading the bandgap in the neutral base region lowers the base transit
time, it does little to affect issues that address bipolar scaling. Since no hetero-junction
is formed (aside from the poly-silicon/single crystal S interface) at the base-emitter
junction, base doping and current gain are till intimately coupled. Clearly, bandgap
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grading increases fr over a homo-junction device, but it only weakly enhances injec-
tion efficiency. Therefore, further scaling of the base width cannot be accomplished
with neutral base bandgap grading aone. For high-speed bipolar circuits, both low
base resistance and high cutoff frequency are important. Graded-base devices provide
agood initia step for using SGe, since existing bipolar processes can largely be used
requiring only the exchange of an implanted base with an epitaxially grown one. The
true performance limits of SiGe bipolar devices will be attained with S/SiGe HBTS.

Si/Si;—Ge, hetero-junction bipolar transstors. The strained-aloy bases with

much higher Ge fractions (~30%) [16, 17] which are used in S/SiGe HBT sruc-

tures alow much higher base doping (10" to 109cm™3). Si/Si;_.Ge, HBTS have
demonstrated impressive figures of merit for both frequency response and noise per-
formance [18]. However, these transistors were fabricated using blanket epitaxy cou-
pled with a double-mesa process that makes integration very difficult. In our work
at Lucent, we demonstrate a device structure usable for high-level integration which

utilizes an aggressive vertical profile (Wz = 18nm, Ngp =5-10'8 t0 2.5-10"9cm™3
and x =30 %) in aplanar transistor.

TiSi2 P+ Sif-xGex

n+ substrate

Figure 17.7 Si/SiGe HBT device structure.

Fig. 17.7 shows our device structure. We used rapid thermal epitaxy (RTE) to grow
the layer structure, utilizing the limited-reaction-processing mode of growth [19]. A
secondary ion mass spectrometry (SIMS) plot after the device fabrication of a struc-
turewith Np =2.5- 10" cm=3 isillustrated in Fig. 17.8. The very narrow base width
is approximately 18 nm, which is below the equilibrium critical thickness for acapped
Sip.7Geo 3 layer (Rp; ~ 2.0k/0 for Np = 2.5 x 10!%cm=3). The boron base dop-
ing is contained within the strained layer, indicating that transient enhanced diffusion
effects are not important. The As profile shown in Fig. 17.8 is interrupted in the
Sip.7Geo.3 layer due to mass interference effects between Ge and As. These effects
a5 lead to an exaggerated value of the As concentration close to the base-collector
junction.

To evaluate the high-frequency performance of these transistors, we measured the
S-parameters in common-collector mode from 2 to 18 GHz using a vector network an-
alyzer and separated the effect of the parasitic pad capacitance using the Y -parameter
subtraction technique. Deviceswith Ng = 5 x 10'8em™3 yieded fr = 54GHz, and
with N =2.5 x 10 em™3, fr =44 GHz for Ve = 1.5 V. Extraction of the intrinsic
delay using tec vs. 15! for Np = 2.5 x 10" cm=> yields an intercept of 29 ps and a
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Figure 17.8 SIMS profile of HBT structure after all processing.

dope corresponding to Cpe + Cte = 209fF. Table 17.2 shows the delay elements for
this device. From this data, we estimate that the collector charging time accounts for
about 72% of the total delay, leaving much space for improvement in fr and f,
since theintrinsic delay is extremely small due to the thin 18 nm base width.

Table 17.2 Si/SiGe HBT delay components.

Component Delay

Tp+t4 1.0ps (28.1 %)
KT/qIg(Cpc + CBE) 0.67 ps (18.9 %)
(Rc + Re)Crc 1.88 ps (53 %)
175 SUMMARY

Low-cost S BiCMOS will continue to be an important player in the wireless commu-
nication equipment business especidly with the push toward lower power and higher
integration. However, S bipolar devices are reaching fundamental limits in terms of
base doping and thickness which can be dleviated by the use of SGe bipolar devices.
S/SiGe HBT technology has progressed steadily since the first reports. Indeed, initia

products are now beginning to emerge, and with the demand for wireless goods ex-
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pected to expand in the coming years, the nead for this technology will surely grow.
Graded-base devices are a first step to increase the cutoff frequency, but further de-
vice scaling will require an HBT structure with ahigh Ge fraction at the base-emitter

junction. Inthis paper, weintroduced a processwhich utilizes selective and non-selec-
tive rapid thermal epitaxy for growing a structure usable for high level integration and

which uses ahigh Ge fraction of 30 % thereby permitting high base doping. High-fre-
quency measurements of a 0.5x 10 um? transistor yielded a peak f; of 54 GHz. The
performance is expected to be greatly enhanced by reducing thejunction capacitances
(Cgc and Crg) through minor changes in processing conditions.
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Abstract: GaAs-based IC technologies are now firmly established in mobile phones
and wireless data transmission applications. The success of GaAs MESFET RFICs in
recent years comes from the need for improved performance for digital standards and
from a significant reduction of the manufacturing costs for wafer fabrication. While
there is little doubt that the GaAs IC industry is important today, there are differing
opinions about the role of RFIC technologies in future wireless systems. Some believe
that GaAs MESFET technology will take over the entire RF section of future radios,
while others believe the present foothold will be chipped away as higher performance
slicon technologies come on line. Yet others believe that aternate GaAs technolo-
gies, such as pHEMT and HBT, will gain greater acceptance for specific RF functional

blocks. A minority believethat “radio on achip” solutions in sllicon will come to pass
and some think it will include SiGe. In this paper, the author discusses the future of
GaAs IC technologies in future commercid radio systems. The specific cogt drivers
for various process technol ogies are described and the key performance criteria that the
mobile phone makers demand are reviewed. The combination of these factors shows
trends in system architectures for future mobile wireless systems.
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181 THE RF-INTEGRATION PARADIGM IS DIFFERENT

As enabling components of the Information Age, wireless technologies are quickly
moving from mere curiosities and conveniences to indispensable pieces of modern life,
much in the same way that digital technologies have made the computer the backbone
of modern enterprise. The advent and maturing of silicon IC process technologies
have, over the last three decades, made the stunning achievements in modern com-
puting possble. In hindsight it may seem that the current dominance of CMOS IC
technologies was inevitable. However, only since the massive worldwide investment
in CMOS production capacity in the 1980's has it become dear that the staggering
achievement represented in Moore's Law (in which former Intel Chairman Gordon
Moore stated that the density of digital ICs would double at half the cost every three
years) could be redized.

It is natural to extrapolate the success exemplified by Moore's Law to al subse-
quent I1C technologies, but this ignores the fact that Moore's Law has not worked for
high-performance andog and RF ICs. RF applications especialy have stubbornly re-
dged integration. Someworkersin the anaog |C community, well represented by the
participants in this publication, believe that this resistance will be broken by the in-
evitable improvements in the high-frequency performance of CMOS. This view taken
to its extreme gives rise to the dream of “radio on achip” integration. Following the
digital integration paradigm, there are severa assumptions built into the argument for
ultimate RF integration in CMOS. Some of these assumptions are;

1 All Slliconis Cheap
2. Trandistor Frequency Performance is the Limiting Factor
3. “Radio on aChip” is Possble or Desrable

It is shown below that these assumptions do not stand up to close scrutiny, and that
future wireless systems will contain amixture of silicon and GaAs IC technologies.

182 WHERE IS RF INTEGRATION BEING USED?

Mobile telephones are currently the highest-volume application for high performance
RF circuits. Until recently RF front-end circuits have been dominated by discrete
devices. Asthe complexity of mobiles hasincreased and asTDMA and CDMA digital

systems have come on line, we have seen adramatic increase in thelevel of integration
in the baseband and signal processing functions with the widespread use of DSP and
integrated silicon for low frequency IF and andog functions. This has resulted in
a commensurate decrease in the number of components needed for these functions.
However, the RF portion of the radio has resisted integration until very recently.

The greatest success for RF integration has been in receiver front-end circuits for
GSM and DCS-1800 systems. Through the use of very sophisticated circuit design
techniques in high performance silicon BICMOS, suppliers like Siemens and Philips
have successfully penetrated the market with modestly priced ICs. Dua band ICs for
GSM and DCS-1800 are sdlling for approximately 2-3 USS$ in million-piece quanti-
ties. These circuits can be built mainly becausethe GSM standard is undemanding for
11P3 (input 3“ order intercept point) and Noise Figure, and because these |Cs make use
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of alarge number of external discrete passive components. Current silicon BiICMOS
receiver 1Cs require more than 60 external components, for example.

Since GSM standards are very well established and mobile handsets are becoming
more like a commodity, there are few opportunities left for the introduction of new IC
process technologies. Theleve of silicon integration in GSM and DCS-1800 handsets
islikely nearing its peak. It will beinthe newer and less widespread standards, such as
TDMA 1S-136 in the US, narrow-band CDMA 1S-95 and the new wide-band CDMA
likely to be used for 3 generation systems, where most of the challenging IC technol-
ogy choiceswill gtill be made. Unfortunately for integrated silicon, whether CMOS or
BICMOS, the requirements for noise, linearity and power efficiency are much tougher
than those for GSM. It is easy to have a GSM-centric viewpoint, epecialy outside
the US, since GSM has become so dominant with so much popular apped throughout
the world. However, it is not agood idea to concentrate solely on GSM when looking
at trends for future systems. Other systems like 1S-136 and 1S-95 offer important ex-
amples of the demands to be put on IC technologies for RF sections of future mobile
phones. With thisin mind, it isillustrative to compare what IC technologies are being
used in today’s digital mobile phones of different standards (see Table 18.1).

183 GaAs FOR MOBILE POWER APPLICATIONS

It is noteworthy that the GaAs content of an RF system increases generally as the lin-
earity requirements of the system increases. This is true for both transmit and receive
sides of the RF section. Based on the clear demand for maximum power efficiency,
GaAs has dominated power amplifiers, especidly in 3-volt systems. There has been
some competition from LDMOS (laterally diffused MOS) in integrated modules, pri-
marily from Japanese manufacturers, but these have been limited to 5-volt systems (or
3-volt systems with built-in voltage doubler) with lower linearity requirements.

With existing and emerging TDMA and CDMA systems, adjacent channel power
(ACP) performance becomes much more important. This is where GaAs MESFET
technology has a distinct advantage. For fully saturated power amplifiers, power
added efficiency (PAE) vaues exceeding 60 % are routinely achieved, exceeding the
efficiency of Bipolar and LDMOS power amplifiers. Narrow-band CDMA systems
in particular have very stringent ACP requirements. For these systems, especialy at
3 valts, no other process technology has achieved greater than 35 % PAE in commer-
cidly available circuits. Thisisaresult of the very low “kneg’ voltage (voltage that de-
notes the transition from linear to saturated operation of the FET) of GaAs MESFETS.
State-of-the-art power MESFETS have Vipee = 0.5V or less, while silicon MOSFETs
have Vimee > 1.5V or more. Therefore, as wide-band CDMA systems come into being
for 39 generation systems, it is clear that GaAs MESFET technology will continue to
have a bright future for mobile power amplifiers.

Two other GaAs technologies dso show significant promise for power amplifiers.
GaAs based hetero-junction bipolar transistors (HBT) are currently being used in high
volume power amplifiers for GSM and 1S-136 mobiles. The mgjor benefits of HBT
technology are low leskage, high PAE and reasonable linearity with a single power
supply. The main disadvantages are the high cost and control issues associated with
GaAs epitaxy growth. Much of this cost can be mitigated by the smaller die sizes
achievable in HBT technology. It is not clear at this time whether MESFET or HBT
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Table 18.1 RFIC Technologies Used in Today’s Mobile Phones.

GSM 900

Tx PA:
5V = LDMOS Module
3V = GaAs IC or Module

DCS1800 & PCS1900

Tx PA:
5V = LDMOS Module
3V =GaAs IC or Module

Tx UPC & DA: Tx UPC & DA:
BJT or BiCMOS IC BJT or BICMOS IC
Rx LNA + Mixer: Rx LNA + Mixer:
BJT or BiCMOS IC GaAs Discrete
BiCMOS IC
TDMA 900 (IS-136) TDMA Dual Band
Tx PA: Tx PA:
5V = GaAs Module 2 GaAs MESFET IC
3V = GaAs MESFET IC 2 GaAs Modules
Dual band GaAs IC
Tx UPC & DA: Tx UPC & DA:

5V =BIJT Discrete
3V =GaAs MESFET IC

5V =BJT Discrete
3V =GaAs MESFET IC

Rx LNA + Mixer: Rx LNA + Mixer:
GaAs MESFET IC Dual band GaAs IC
CDMA 900 CDMA 1800/1900
Tx PA: Tx PA:

GaAs MESFET IC GaAs MESFET IC
HBT IC & Modules HBT IC & Modules
Tx UPC & DA: Tx UPC & DA:
GaAs MESFET IC GaAs MESFET IC
Rx LNA + Mixer: Rx LNA + Mixer:
GaAs MESFET IC GaAs MESFET IC

will, in the long run, be more economica for power amplifiers. The other GaAs-based
technology that has promise for power amplifiers is pseudo-morphic high eectron mo-
bility trandistors (pbHEMT). pHEM Ts make the most power-efficient power amplifiers,
especialy at very low voltages and high frequencies. However, since pHEMT power
amplifiers cannot be made significantly smaller than MESFET power amplifiers, the
high cost of epitaxy materiad limits the use of pHEMTs in L-band and S-band mobiles.
pHEMTSs will likely remain in the domain of high frequency systems, a X-band and

above.
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184 GaAs IN MOBILE RECEIVERS

Even most “radio on achip” proponents admit that GaAs has a strong future in power

amplifiers, However, they fed that smal-sgna RF parts, especidly receivers, are
the eventual exclusive domain of integrated silicon. Again the picture is not so clear.
As seen above, standards that require higher linearity (as designated by ACP specifi-

cations) tend to use GaAs for receiver LNAS plus down-conversion mixers. CMOS
solutions, as presented by other authors in this book, require ever more elaborate cir-
cuit techniques to meet even the very modest requirements of GSM and DCS-1800.

Again, meeting the linearity requirements of more challenging standards with simul-
taneously low current draw favors the use of GaAs MESFET technology. The current

consumption of receiver circuitsis critica, since receivers are continuously on in mo-
bile systems during standby. Today's extremely long standby timesin IS-136 systems,

for example, are largely due to the use of GaAs MESFET technology in receiver LNA
plus mixer ICs. The four major specifications that are important for receivers are. 1)
Noise figure, 2) Linearity (asin [IP3 or ACP), 3) Gain, and 4) Current draw. GaAs
MESFETs dlow the simultaneous optimization of al four of these specs in a way
not possible in CMOS. For example, the following specifications are only simultane-
ously possible and commercially available in aGaAs MESFET based IC for 900 MHz
1S-136:

a ACP/ALT > —-29dBc/ —49dBc

s Rx LNA/Mixer 1P > -8.5dBm

s NF<2.7dB

= G=18.5dB

® ldd < 10mA

(Refer to TriQuint’'s TQ9222 data-sheet.)

GaAs is not suitable for many of the low-frequency and digital functions of mobile
handsets, but the technology has significant applicability for Tx up-converters, driver
amplifiers, power amplifiers, and Rx LNAs and down-converter mixers. Ifitis so clear
that technical advantages can be realized by using GaAs MESFET technology, why
is there so much talk about stopping the spread of GaAs circuits and even replacing
GaAs in mobile systems? This effort is fueled largely by the silicon digital integration
paradigm discussed above.

185 TESTING THE ASSUMPTIONS

The mobile phone and wireless data hardware markets are brutally competitive. Any

smal cogt advantage for performance that is “just good enough” is quickly exploited.

With product life cycles of less than ayear, there are continuous opportunities to insert

new components into these systems. These pressures have led to dramatic improve-
ments for integrated DSP and baseband functions. But, as mentioned earlier, the RF

section has steadfastly resisted integration in silicon except in afew limited cases. The
reasons go to the heart of the assumptions built into the “radio on a chip” paradigm.

Let's examine these assumptions.

Assumption #1. All Silicon is Cheap. This assumption comes from the notion
that dl slicon processes can take advantage of the economies of scale available to
digital circuits. For state-of-the-art processing, the lowest cost per mm? comes from
CMOS used for memories and microprocessors. The costs for DRAM processing are
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fairly well known since these costs are monitored by the United States Department of
Commerce as part of anti-dumping cases against Japanese and Korean DRAM makers.
DRAM CMOS costs roughly 4 US cents per mm= for 200 mm wafers depending on
utilization and yields.

This may be well and good, but digital CMOS processes are not useful for RFICs.
RF silicon is produced in much lower volumes, typicaly using 6-inch or smaler
wafers. Rather than being defect-density limited, RFIC yields are strongly driven
by parametric specifications. As a result, even for the highest volume silicon RF
processes the costs per mm? are substantially higher. Unfortunately, these costs are
not as well reported, but judging from foundry prices, these costs are a least 50 %
higher for high volume on 6-inch wafers, up to three or four times the cost for the
highest-performance (Ft> 20GHz) BiCMOS processes. These costs are similar to the
cost of GaAs MESFET processing for 4-inch wafers in moderate volume.

Thereislittle mystery about the cost driversin the semiconductor industry, whether
CMOQS, dilicon bhipolar or GaAs. If we assume that the cost of packaging and testing
is roughly the same whether the chip is silicon or GaAs, it is the cost of the processed
chip where the red cogt differences arise. The cost of a processed RFIC chip is a
function of:

s Materids: wafers, chemicds, metals

= Number of Masking Layers. time in the fab, equipment utilization, labor
s Fab Capacity Utilization: spreading fixed cost

s Yidd: wafer levd, dieleve

The primary disadvantage of GaAs has traditionally been the cost per mm? of the
starting wafer, which can be 10 times the cost of a silicon wafer or about 4 to 5 times
the cost of slicon epitaxy wafer. However, this is offset by the second component
of cost. GaAs MESFET processing is significantly shorter than competing silicon
processes. For example, a GaAs process with 2 FET types, capacitors, thin film resis-
tor and 3 layers of metd is 14 layers. By comparison, RF bipolar processes with the
same functionality have 21 layers, and BICMOS processes run 25 or more layers. The
main advantage of silicon processing is that it is run in higher volumes with better fab
capacity utilization. As GaAs moves up the volume curve and to 6 inch wafers, this
advantage of silicon will evaporate. Finaly, yield is often the biggest lever in any fab,
given the variable nature of yieldsin any analog processing line. For the larger-volume
GaAs suppliers, wafer line yields of 80-90 % are common today, equivalent to silicon
RF processes.

Assumption #2: Trandgstor Frequency Performance is the Limiting Factor.
There have been steady improvements in the frequency performance of CMOS and
slicon hipolar transistors. As gate lengths decrease to 0.25 wm and below, the cutoff
frequency (Fy) of n-channel MOS transistors exceed 10 GHz, which is in the range of
suitability for building RF circuits with usable gain. Likewise, RF bipolar processes
with F, > 20GHz are now commercialy available. In the extreme, some SiGe HBT
transistors have F; > 60GHz. While transistor frequency performance isimportant, it
isimportant to look deeper. First, F, isamideading, somewould say irrelevant, para-
meter for RF circuits as opposed to baseband linear circuits. Instead, Fmax iS a better
measure of RF performance, since it applies to power gain. Fyax iS proportiona to F;
by the factor of input resistance (Gate resistance for FETS, or Base resistance for bipo-
lar). So while silicon technologies may have impressive F; vaues, the high resistance



GaAs-BASED RFIC TECHNOLOGY FOR CONSUMER RADIOS 237

of poly-silicon gates in MOS and thin bases in bipolar, limit the Fpnavauesto barely
more than F; and sometimes even less. It is difficult to find MOS or bipolar transistors
with Frpax vaues that exceed 20GHz. In contrast, the very low gate resistance of GaAs
MESFETS (typically lessthan 1) give Fax vaues 3 to 4times F,. For example, a
0.6 um GaAs MESFET with F; =20GHz has Fyax > 75 GHz. The importance of this
for RF circuits cannot be overstated. High Fmax dlows circuits to have enough gain
overhead to produce very low noise figure with high linearity simultaneoudly.

But even high Frax IS not enough to produce competitive RF circuits. The other im-
portant factor is the influence of parasitics. The conductive silicon substrate severely
limits the ability to build high-Q passive structures and to achieve isolation on chip.
Asaresult, dl “radio on achip” circuits gill have alarge number of external passive
components. Also, these circuits must use fully differential topologies in order to ded
with the cross-coupling and isolation issues. As aresult, practicdl CMOS based RF
circuits ironically consume more current than discrete implementations. Therefore,
the main advantage of GaAs MESFET RFICs is not necessarily higher performance
than sllicon RFICs or discretes, rather it is achieving the performance standards for
challenging standards with lower current.

Assumption #3; “radio on a chip” is Possble or Desirable. The term “radio on
achip” is somewhat misleading. Even the strongest proponents of this approach, rep-
resented in other chapters of this book, readily admit that many of the important parts
of the radio cannot be effectively integrated in slicon. These include filters, high-Q
passive components, duplexers/switches, and most importantly power amplifiers. If
these are not considered part of the radio, then the definition of “radio on a chip” is
arhitrarily limited to that which can be integrated in silicon. Since even the most in-
tegrated approaches have many dozens of external components, pushing dl functions
into asingle IC becomes merely an academic exercise.

It istelling that the only serious discussion of “radio on achip” topologies is being
done by university professors. One possibility for this may come from the belief that
it is only a matter of advancing research to the point where industry can implement
the new topologies. While this may be the case in some circumstances, “radio on a
chip” research in fact misses a key marketing reality. The more you integrate, the
more flexibility is sacrificed. Creating a new 1C product requires huge investmentsin
engineering and time. Therefore, 1C designs must be useful long enough to produce
an adequate return on investment. With the very short life cycle of mobile phones, IC
designs must be useful for severd generations. Also, it is impossible to completely
know in advance exactly what performance and features ICs will need to have be-
fore the mobile phone designs have been completely worked out. Therefore, flexible
designs are crucia for making acommercialy viable IC.

Digitd circuits have overcome the need for flexihility in three ways:

1 When the function has become fully commoditized, like DRAM or Flash ROM.
Therefore, the standards are known long in advance, de facto.

2. When the circuits are customizable or programmable. Programmable logic arrays
and DSP can be used for several generations of systems, since their programs can
be changed.
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3. When the standards are set by the semiconductor maker. Intel Corporation enjoys
the ability to make microprocessors that determine the direction of computer devel-
opment. All others must follow.

None of these conditions are likely to be present in the RFIC market any time soon,
if ever. When integration occurs, it will be driven by powerful economic and political
forces. As of this writing, there are no compelling reasons for semiconductor makers
to invest in a single-chip RF solution in CMOS, when a multiple-chip solution using
IC technologies optimized for different parts of the radio provide the flexibility and
performance that system makers desire. The goal for system makers is for optimum
integration, rather than total integration. Even in the digital world, chip partitioning is
the key for optimum cost and yield. For this reason, Pentium® Il modules are actually
composed of multiple chips each optimized for different functions. Likewise, with the
widely divergent demands on IC technologies in RF systems, there is little incentive
to push al functions into a single sub-optimized CMOS IC.

186 ADVANTAGES AND DISADVANTAGES OF DIFFERENT RFIC
TECHNOLOGIES

Each RFIC technology has its advantages and disadvantages. Tab. 182 is a brief
summary of the features of each technology. As this is a smpligtic list of “pluses’
and “minuses’ rather than a comprehensive analysis, and because these technologies
will change overtime, it is important to not read too much into the details of the list.
Rather, the purpose of thelist isto illustrate that each RFIC technology has its placein
the range of choices available for RF systems, Tab. 18.3 shows the relative advantages
and disadvantages of RFIC technologies for various RF blocks.

18.7 PREDICTING THE FUTURE: WHERE ARE CONSUMER RADIOS
GOING?

With little doubt, the picture will remain complicated for mobile phones. Aslong as
there are multiple standards, and with product life cycles so short, there will remain
many opportunities for the various IC technologiesto be used. Fig. 18.1 isadiagram of
atypical mobile today. It schematically illustrates the fact that the RF section remains
fragmented, dominated by discrete devices and single-function ICs.

Fig. 18.2 showsalikely scenario for future systems. There may be opportunitiesfor
further integration in digital and analog sections, but the greatest change will bein the
RF section. Since there will be continuing needs for various technologies optimized
for the different RF blocks, multi-chip RF modules pulling together these technologies
isamore likely than “radio on achip” integration in CMOS.

Likely future RF developments favor increased use of GaAs for two major reasons.

1 Increased demand for linearity, noise and power efficiency performance as de-
scribed above.

2. Insulating substrate allows for integration of high quality passives (Q > 17 @
2 GHz, for example) and excellent pin to pin isolation.
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Table 18.2 RFIC Technologies Considered.

Silicon BJT and BiCMOS

+ Established Infrastructure, Flexible Design
- Low Q Passives Limits Integration

- Parasitics Limits RF Integration

Silicon MOS

+ Lowest Die Cost

- Can’t Get RF Performance With Low Current Draw
- Parasitics Limits RF Integration

GaAs MESFET

+ Established Infrastructure, Similar Cost to RF BICMOS

+ RF Performance: Low NF, High PAE, High Linearity (ACP, IP3)
+ High Q Passives Enable RF Integration

Need Negative Supply (or Bias Generator) for Power
- Need External Power Switch

GaAs HBT

+ Single Supply and Easy to Design, Small Power Amplifiers
+ Very Good Linearity and PAE

- Limited Material Availability, Expensive Epi

GaAs pHEMT

+ Best PAE, Especially at Low Voltage

- Difficult to Manufacture, Very Limited Availability of Starting Material
- Cost Limits Integration

SiGe HBT
- No Real Products or Production Heritage

- SiGe Epitaxy is hard to do in reality

- Low B V¢ho, Bad for Power

- Si bipolar nearly matches performance with far fewer process layers
- Many more mask layers, > 30 layers

As aresult for half duplex TDMA systems, ICs merging PA plus Switch plus LNA
in GaAs are atractive without compromising RF performance. For CDMA systems,
which have very large dynamic power control requirements favoring GaAs, 1Cs merg-
ing PA plus Driver Amp plus Up-converter in GaAs are also attractive. Since CDMA
systems are full duplex, it is unlikely that it will be possible to merge Rx and Tx in a
single IC of any technology, even GaAs. Therefore, receiver ICs will likely stay sepa
rate from transmit ICsin CDMA. Direct Converson Rx in S CMOS remains a srong
possibility for less challenging standards like GSM. Regardless of process technol ogy,
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Table 18.3 RFIC Technologies by RF Block Function.

Function BiCMOS CMOS  GaAs FET GaAs HBT  SiGe HBT
LNA Good Fair V. Good Good Good
Mixers Good Good V. Good V. Good ?

PA Fair Good V. Good Good Fair
RF Switch Poor Poor V Good Poor Poor
VCO V. Good Good Fair Good ?
Pre-Scalers V. Good Poor Fair Good ?
Dig. Functions V. Good Good Fair Fair ?
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Figure 18.1 Today’s mobile phone system.

it appearsthat RF circuits will modularize into commodity chip setsby standard. Only
then will a consensus emerge. And only then will it be clear what the optimum level
of RF integration will be for each RF block.

188 LOW-TECH GaAs MESFETS: COST-EFFECTIVE RF INTEGRATION

The main reason why GaAs has successfully penetrated consumer radios is that ion-
implanted MESFETs have become a main-stream IC technology. Using production
IC process tools and processing techniques including ion implantation, along with
low cogt surface mount packaging, GaAs MESFET manufacturing can teke advantage
of the economies of scae of silicon IC manufacturing. When this is parleyed with the

inherent RF advantages of an insulating substrate, low-loss metalization and low-dis-
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Figure 18.2 Mobile phone system Vision.

tortion/low-noise FETs GaAs MESFET technology provides anatural foundation for
optimum RF integration.

The state of the art in production ion implanted GaAs RFIC technology for mobile
phonesiswell represented by TriQuint Semiconductor’s TQTRX process. As its name
implies, the process is useful for receive and transmit applications. Currently, tens of
millions of LNA, Mixer and Power Amplifier ICs built in TQTRXx are being shipped
per year. As shownin Tab. 184, TQTRx has Enhancement (normally off), Depletion
(normaly on) and Power FETS integrated with thin film resstors, MIM capacitors
and three layers of gold metalization. Fig. 18.3 shows a cross sectional diagram of
TQTRX.

189 CONCLUSION

The Role of GaAs in Consumer Radios: It is rare in any high-technology businessto
e clear directions for which component technologies will dominate future systems.
When avery promising new application arises, technology proponents and component
suppliers scramble to take advantage of the opportunity. Wireless systems including
mobile phones, pagers and wireless data systems are certainly “killer applications’ for
the late 1990s

In the inevitable response to the opportunities in wireless, the proponents of vari-
ous RFIC technologies have lined up to take part in the excitement. Some proponents
of highly integrated CMOS “radio on a chip” ICs are quick to say that the domi-
nance of CMOS in digital systems will naturally extrapolate to RF. Even if it were
technically possible to produce these circuits, to say that they would be commercialy
viable ignores some fundamental market redities. By testing the assumptions built
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Table 18.4 Key Parameters of TriQuint's TQTRx Process.

Parameter Units TQTRx
MESFET Types E, D, Power
E-FET Vi V (E) +0.15

D-FET V, V (D, Power) —0.6, —2.2
Gate Length pum 0.6

Power Output mW/mm > 300

F;, Frax GHz 20,> 70

Fain dB <1

Avalanche Breakdown v > 15
Interconnect Total Layers 3, Total 6.5um thick Gold
Inductor Quality Q Factor >17 at 1.9GHz
MIM Caps pF/mm? 1200

Mask Layers 16

into the reasons for integration, it is clear that multiple IC technologies will be used
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in consumer radios for the foreseeable future. This will be especially true as more
challenging standards come on line.

Because of the inherent advantages of GaAs IC processes for RF circuits, GaAs
has avery bright future in the RF blocks in consumer radios. Instead of searching for
“one size fits dl” solutions, RF systems designers search for components that provide
optimum solutions, in both cost and performance, for each part of the system. Asa
mature 1C technology, GaAs MESFET provides many opportunities for low-cost sys-
tem insertions with the necessary RF performance and higher power efficiency than
silicon. While virtually everyone admits that GaAs has advantages for power ampli-
fiers, closer examination reveds that GaAs dso offers significant power advantages
throughout the RF section of mobile phones. These advantages will become enabling
components for 3¢ generation systems based on wide-band CDMA. State-of-the-art,
high-volume GaAs MESFET RFIC processes like TriQuint’'s TQTRx will play anim-
portant role to making these systems aredlity.
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Abstract: Different RF IC technologies are compared regarding their application,

frequency range, and suitability for RF and baseband integration. The fully monolithic

“phoneon achip” may betechnically challenging to realize, and its commercial success
may be challenged by progressin multi-chip integration. In the second part, examples
of state-of-the-art RF monolithic circuits for applications in the frequency range of 2 to

17 GHz are presented.

19.1 SOME MYTHS ABOUT RF INTEGRATED CIRCUITS

19.1.1 Is using a single technology an advantage?

There is alot of hype about the single technology which will enable a complete RF
and baseband section of a radio transceiver to be integrated on a single chip. The
presumed advantages of such a complete integration are stated as follows:

1 Complete integration will deliver a performance superior to a multi-chip radio.

2. Completely integrated radios will have a smaller size.
245
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3. Complete integration will yield cheaper radio transceivers.
4. Completely integrated radio chips will be easier to apply in large quantities.
5. Complete integration will have a cost advantage over multi-chip solutions.

Before testing the validity of each of these statements, let us briefly analyse the tech-
nologies available for RF integration and their future development over the next years.
Then, a summary of current baseband IC technologies is needed for investigating a
possible fully integrated transceiver chip.

19.1.2 Present technologies for RF Integrated circuits

Silicon bipolar. The Silicon Bipolar transistor (Si-Bip) in today’s technologies typi-
cally has a transit frequency fr of approximately 27 GHz and a maximum frequency
of oscillation fy, on the order of 30 GHz. This technology is well suited for RF go-
plications up to 2.5 GHz, for some functions up to 10 GHz. It isreadily available from
different foundries as a full-custom or semi-custom (array-type) technology. Future
evolution will be towards hetero-junction bipolar devices, eg. using SGe as a base
material. This will increase fr to over 50GHz. Standard hipolar technology will

gradually be replaced by CMOS,

Silicon CMOS. Today, CMOS technology is in a process of rapid reduction of the
minimum gate length of the MOS transistor. This reduction is mainly driven by digita
CMOS applications, e.g. high-speed microprocessors, and the ever increasing storage
density of dynamic random access memory (DRAM) chips. In line with the shrinking
gate length, the breakdown voltage and thus the operating voltage is reduced to below
2.5V.

With the 0.25 pm gate length transistors used in state-of-the-art microprocessors
it is possible to build RF circuits with good performance up to 1...2GHz on stan-
dard substrates. The intrinsic < 0.2 um transistor will perform well up to 10 GHz,
as has been shown by Silicon-on-Sapphire (SOS) CMOS circuits [1]. However, the
substrates used in standard CMOS processes are highly lossy for RF. Thisreducesthe
performance of passive elements or even the interconnections in RF circuits consider-
ably.

Future 0.18 um and 0.13 pm CMOS technologies will yield devices with a perfor-
mance comparable to today’ s GaAs MESFET device.

Silicon BICMOS. BiCMOS technologies try to blend the high integration level of
CMOS with the current drive capabilities of the bipolar device. This generally results
in aquite complex manufacturing process using more than 20 mask levels. BICMOS
is therefore more expensive than other technologies, particularly for low volume ap-
plication-specific chips. In addition, some compromises have to be madein the design
of the CMOS and bipolar transistors to make them compatible in a single process.

With the improved performance of plain CMOS at reduced gate lengths it is likely
that the bipolar device of the BICMOS process is no longer needed in many applica
tions.
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Gallium arssnide MESFET. The RF performance of Metal-Semiconductor FETS
(MESFETS) can profit from the higher electron mobility of GaAs compared to silicon.
A typical MESFET with 0.6 um gate length has an fr of approximately 20 GHz and an
fmax Of 40... 50 GHz. The higher f.ox makes most RF functions feasible up to 5 GHz.

An advantage of GaAs over silicon for RF integrated circuits is the high resistivity of
the undoped subgtrate. Passve eements like inductors can be redlized on chip with
adequate performance. For RF circuits using reactive (L-C) matching, the limiting
device figure of merit is s rather than fr. Technologies like GaAs MESFET with
good fnex and good passive elements have therefore a performance advantage not
directly visible from f; done.

GaAsand silicon germanium HBT. InaHetero-junction Bipolar Transistor (HBT),
the base is made of a different semiconductor material than the emitter and collector
regions, eg. aGaAlAs emitter with a GaAs or InGaAs base for GaAs based transistors
or a SiGe base for slicon based devices. Due to the lower bandgap base materid the
base can be doped higher without losing the current gain. The reduced base resstance
boogts fr and fn towards 40 GHz and higher. GaAs based HBT ICs are dready
in volume production [2], SGe HBT processes arejust becoming commercidly avail-
adle [3].

High-eectron-mobility trandsor (HEMT). The HEMT is a field effect transistor
in which the doping layer is separated from the conducting channel by using a speciad
layer design with different bandgap materials, such as AlGaAs in the GaAs material

system. Thus the mobility of the electrons is higher in the channel compared to a
standard MESFET. GaAs HEMTs can achieve an fr of above 60 GHz at 0.25 um gate
length, while HEMTs on Indium Phosphide reach an f; above 100 GHz a similar
gate lengths. Together with the high fa (> 200GHZ) this alows to build circuits
with operating frequencies of 100 GHz and more.

Comparison of RF device technologies.  Figure 19.1 compares the application fre-
quency ranges of different semiconductor technologies available for advanced inte-
grated RF subsystems. The broken bars in the chart indicate the foreseen future expan-
sion of silicon based technologies towards higher frequencies.
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Figure 19.1 Application frequency range for different RF IC technologies.
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Trying to avoid the common mistake of comparing a technology 3 years in the fu-
ture with a competing one available today, one should be aware that today’s > 10GHz
technologies (MESFET, HBT, HEMT) will also improve over time. However, most
high-volume commercia gpplications for RF ICswithin the next 5 to 10 years will be
in the frequency range up to 10 GHz.

19.1.3 Technology choices for baseband circuits

In the baseband 1C sector, CMOS is expected to keep its leading role. With the shrink-
ing gate length of the MOS transistor, higher performance CMOS digital circuits can
be designed. Thus the application areas for BICMOS circuits are likely to diminish
due to the higher manufacturing complexity of BICMOS processes.

When considering RF and baseband integration, the highest potentia therefore ex-
istsin the integration of pure CMOS RF and baseband circuits. The operating voltage
of CMOS circuits is being reduced with shrinking gate length from 3.3V down to
25V and 18V, eventually going downto 1V or less.

19.1.4  Pros and cons of complete RF and baseband Integration

Coming back to the often cited performance advantages of full RF and baseband inte-
gration:

1 higher performance,
2. smaller sze,

3. lower cost,

4. eader application,

and considering the diversity and high performance of the above-mentioned RF IC
technologies, it may be difficult to achieve the first advantage very soon. Concerning
the other goals, there are also afew major obstacles, in particular related to the diverse
properties of RF and baseband circuits:

1 The development tools for RF and digital baseband circuits are still very different,
with RF design tools usually not offering as many top-down design possibilities as
digital design toals.

2. Asaresult, development times for RF circuits are often longer.

3. Flexibility of a fully integrated solution can be much reduced over a multi-chip
system, which is of specid concern in applications that do not require millions of
identical circuits.

4. Testing combined RF and baseband circuits can require avery complex and expen-
sive equipment setup, it may not be possible to have test point access at al required
instances, and built-in-self-test for RF is gtill inits infancy.

5. Processes used for RF and baseband, even when both are CMOS, may ill be
incompatible, e.g. when combining alow voltage digital part with apower amplifier
inthe 1 W class.



MONOLITHIC INTEGRATED TRANSCEIVER CIRCUITS FOR GHz FREQUENCIES 249

6. Integration of RF and baseband requires a technology which can do both with good
performance, high yield and low cost.

7. Since competing technologies like Multi-Chip Modules (MCM) are progressing as
well, the cost of afully integrated radio may not be competitive for some time.

Even if many people are working on integrated RF and bassband transceivers, the
fully integrated “radio on a chip” will need time to develop. The question is not
if the technology alows to build it—it will soon—but rather if it is commercially
competitive with a set of a few optimised single chips. The decision for or against
full RF-baseband integration will aso be influenced by the manufacturing volume and
the flexibility needed in a particular product design. A device such as the proposed
“Bluetooth” [4] could soon be integrated in a single chip, whereas a true single chip
GSM phoneis ill adream of the future—and may continue to be a dream.

In the following section, afew state of the art RF chips in the GHz frequency range
will be reviewed.

19.2 EXAMPLES OF GHz TRANSCEIVER CIRCUITS

19.2.1 Low noise amplifiers In the 2 GHz range

LNA on S bipolar array. As an example of a design on a silicon bipolar array, a
two-stage low noiseamplifier (LNA) isshown in Fig. 19.2. A high-gain common emit-
ter stage (E1-RL) is followed by an emitter follower output stage (E2). DC feedback
around the first stage transistor is used for bias stabilisation. External inductors are
used for RF noise and gain matching.
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Figure 19.2 Schematic diagram of 1.9 GHz LNA on silicon bipolar array.
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On thetedt circuit (Fig. 19.3), the matching inductors are redlized as printed induc-
tors on the substrate. They have a higher Q-factor than inductors integrated on the
silicon chip. A noise figure of 2.3 dB could be achieved at 1.9 GHz [5].

Figure 19.3 The 1.9 GHz LNA mounted on a test board with matching inductors.

This amplifier has a power consumption of only 52mW at 3V supply voltage.
Together with the gain of 15dB, this results in a high figure of merit for gain per
DC power of 2.9 dB/mW. As can be seen from the comparison chart in Fig. 194, this
amplifier is competitive with LNAS fabricated with other technologies. The chart dso
showsthat it is difficult to achieve the same low noise figure on silicon that is possible
with amplifiers on a high resistivity substrate such as GaAs.

LNA in GaAs MESFET technology with sub-1V supply voltage. For portable
communications applications, the power consumption of the receiver can be min-
imised by reducing the operating voltage to below 1.5V. This may not be possible
for the transmitter, where high efficiency is very difficult to achieve at supply voltages
lessthan 2 V.

The schematic diagram of alow-noise amplifier operating with lessthan 1 V supply
voltage is shown in Fig. 195 [6]. Key features are a RF load at the drain of the FET
with almost zero DC voltage drop, and abias stabilisation circuit working down to less
than 1V, asthe simulation in Fig. 196 shows. Furthermore, thisLNA wasdesigned for
a200<2 load impedance of the following mixer stage. In Fig. 19.7 the gain is plotted,
which was measured in a 502 system and recalculated for 2002 load impedance.
With 0.9 V supply voltage, the gain is still higher than [0 dB. The gain is varying less
than 15 dB for supply voltages between 0.7 and 12V.

The measured noise figure is below 3 dB between 1750 and 2000 MHz (Fig. 19.8).
The chip areais mainly used by the inductors and the bond pads, as the micro-photo-
graph in Fig. 199 shows. Other performance datainclude a-1 dB input gain compres-
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Figure 19.4 Comparison of 1.9 GHz LNAs (from [5]).

Figure 19.5 Schematic diagram of sub-1V LNA.

sion point of -14.5 dBm and an input third-order intercept point of -1.5 dBm at 0.9V
supply voltage.

19.2.2 5GHz LNA with switch for antenna diversity

There are anumber of proposals which require diversity reception in wireless mobile
terminals. Mogt of them use separate low noise amplifiers and a diversity switch. Re-
cently, aMCM integration of adiversity front-end was demonstrated. Power consump-
tion and chip size of the receiver front-end can be further minimised with a monolithic
one-chip integration of the LNA and the diversity switch function. The block diagram
of such a“diversity LNA” is shown in Fig. 19.10.

The diversty LNA achieves a minimum noise figure of 35dB at 45 GHz with a
maximum gain of 14dB using the enhancement device of a standard E/D-MESFET
foundry process. For comparison, a single LNA was designed on the same process
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Figure 19.6 Supply current variation of the sub-1V LNA versus supply voltage.
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Figure 19.7 Measured gain versus frequency of the sub-1V LNA versus frequency.

showing very similar gain and noise performance [7]. Both chips use full on-chip
matching circuits. By comparison of the chip sizesin Fig. 1911 and 19.12 it becomes
clear that the designed diversity LNA requires at least 30 % smadler chip areathan a
multi-chip solution without performance penalty.

The raio between the on and off dtate of a diversity channd is more than 20dB
(Fig. 19.13). The noisefigure of each channd is plotted in Fig. 19.14. These measure-
ments were made on chips mounted on a test board. Due to a longer bond wire, the
frequency response of one channel is shifted to a dightly lower frequency.

The diversty LNA usesasingle 3.3V supply voltage for competibility with low-
power CMQOS circuits. Power consumption is 13 mW (4 mA froma3.3 V supply) with
one diversity channel switched on. Thisis areduction of roughly 50% compared to a
conventional diversity receiver using individual LNAS.
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Figure 19.8 Measured noise figure of the sub-1V LNA at 0.9V/2mA bias.

Figure 19.9 Micro-photograph of the sub-1V LNA (chip size 1 x 1 mm?).

19.2.3  17GHz PHEMT power amplifier

High-speed wirdless locd area networks (WLAN) for indoor use are becoming more
and more important. WLAN systems with a data rate up to 2Mb/s are dready San-
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Figure 19.10 Block diagram of the 5 GHz diversity LNA.

Figure 19.11 Chip photo of the 5 GHz diversity LNA (size 1.5 x 1.5 mm?).

dardised in IEEE 802.11. To provide higher transmisson capacity, new frequency
bands have to be alocated. The emerging European HIPERLAN standard addresses
frequency spectra in the 5 GHz and 17 GHz range. In the European ACTS project
“Wirdess ATM Network Demonstrator”, a system with data rates of 20Mb/s in the
5 GHz range has been developed [8] and investigations of the requirements for data
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Figure 19.13 Measured gain versus frequency of the diversity LNA channel 1
switched ON and OFF.

rates up to 155 Mb/sin the 17 GHz band have been made, taking into account system
architecture and technological congtraints.

As one of the key components of a future 17 GHz wireless LAN, a monolithic
integrated power amplifier has been designed. A two-stage on-chip matched power
amplifier with 200mW output power was redized on a commercia pseudo-morphic
HEMT process (Philips DO2AH). Fig. 19.15 shows ablock diagram of the amplifier.

The trangistor of the driver stage has a gate width of 300 um. The input matching,
the gate and drain biasing network as well as the interstage matching network are inte-
grated on the chip. In the power stage, the 1200 um transistor and its gate biasing and
the output matching network are integrated. The drain bias network is external due
to the high DC current required by the transistor. The low-pass-type output matching
network, shown in the basic schematic diagram (Fig. 19.16), allows for externa bias-
ing. No harmonic tuning was done at the output. The output stage is designed to be
conditionally stable. Negative feedback stabilises the driver stage.

The whole circuit was simulated with a harmonic balance simulator. The HEMTs
are Smulated with a Staiz MESFET modd modified with an RC network between
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Figure 19.14 Measured noise figure of the three channels of the diversity LNA.
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Figure 19.15 Block diagram of the 17 GHz PHEMT power ampilifier IC.

drain and source. Thus, small inaccuracies in the large sgna simulation results are
expected.

As the chip photograph in Fig. 19.17 shows, via holes to the back metal provide
an optimum source grounding, but limit a maximum layout density by the minimum
distance required between two adjacent viaholes of 200 um. Nevertheless, the layout
isvery compact with achip sizeof 1x 15mm?.

The measured fundamental power, the power added efficiency and the drain effi-
ciency a 17.2 GHz agree with the harmonic balance simulation as shown in Fig. 19.18.
The output power at -1 dB gain compression is 20dBm, the saturated output power is
23dBm at 3.3V supply voltage. The measured power added efficiency has a maxi-
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Figure 19.17 Chip photograph of the 17 GHz power amplifier (size 1 x 1.5 mmz}.

mum of 20 % and the drain efficiency is 31.5 %. More measurement data can be found
in [9].

193 CONCLUSIONS

In the foreseeable future, specid RF IC technologies will till be required for applica-
tions in the GHz range, particularly when high transmit power or alow noisefigure is
important. For low-cost, lower performance applications such as the proposed Blue-
tooth, full monolithic RF and baseband integration in CMOS must be the goal.
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20.1 INTRODUCTION TO THE FOLLOWING PAPERS

Recently, wirdless communication has turned into a very fast-growing market. GSW?
gives a good example with a total number of 135 million users world-wide by the
end of 1998, of which 65 million new customers subscribed in the last year. This
impressive growth is based on the underlying technologies. The latter are the topic of
this part: the study of complex communication functionality and related algorithms as
well asther redlization in hardware and software.

Digital Signal Processors (DSPs) are akey component for implementing communi-
cation algorithms. Very often, we encounter embedded DSP cores where the DSP is
integrated on a dlicon chip together with acontroller core, memories, hardware accd-
erators, and dedicated periphery blocks. For many algorithms, the DSP represents the
essential block in the implementation, e.g. voice codecs, channel equalizers, error cor-
rection, encryption, interference suppression, multi-channel and multi-beam reception
as well as additional features like voice recognition. DSP performance is often mea

"Urs Fawer is now with diAx, Birgistr. 4a, CH-8304 Wallisellen, Switzerland.
*Global System for Mobile Communications; second-generation digital cellular mobile system
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sured in terms of million ingtructions per second (MIPS). Since the influence of the
considered architectures is not reflected in this MIPS figure, a benchmarking exercise
based on well-defined agorithms is recommended to compare DSP cores.

Wireless communication systems impose demanding requirements on the DSP, es-
pecidly for mobile terminals with inherent constraints on size, weight, and battery
capacity. In consumer applications, overal system cost and low power consumption
represent the main key driving factors.

20.2 TRENDS

The trend towards digitization will continue: functionality which was previously red-
ized in the analog domain is more and more implemented by digital signd processing.
This tendency follows the CMOS process road-map with continuously decreasing fea-
ture sizedong thetime axis. It dso resultsin acontinuous cost reduction inintegrating
digital circuitry because the number of building blocks integrated on one piece of sil-
icon can be further increased. This leads more and more to a fully integrated solution
which is often referred to as a“system on slicon.”

The demand for wireless transmission of data, and with it the need for more band-
width, is growing. Yet, bandwidth is a limited resource. Therefore, the increasing
capacity demands for wireless voice and data transmission will result in a higher com-
plexity and efficiency of future systems.

These trends clearly indicate that the requirements increase with respect to MIPS
figures, low power consumption, high-level design and programming approach. Im-
proved support for implementing floating-point algorithms is another important issue.
It addresses the rising humerical complexity and the short time-to-market require-
ments. It will be interesting to see how dl these trends will be redized. We can
certainly expect a lot of innovation from future DSP architectures and applications.

20.3 PRESENTATION OVERVIEW

The first contribution of H. Keding et d. deds with the implementation of floating-
point algorithms in a fixed-point architecture.

The next two papers investigate different hardware solutions for implementing dig-
it signal processing agorithms. E. Lamberset d. present the “RE.A.L. DSP” apro-
grammable architecture with a flexible application-specific ingtruction set, which can
be tailored towards the algorithmic needs. Advanced agorithms forimplementationin
receivers are described in B. Hailer's contribution. They lead to a dedicated, yet con-
figurable hardware approach. The fourth paper, authored by J. Sanchez, summarizes
the requirements and trends of cellular mobile communication terminals.

In the fifth contribution, G. Miet describes future implementations of speech codecs
and their impact on the system complexity.

The last paper of this part, authored by R.L.J. Roovers, investigates wide-band
andog-to-digita converters, which are fundamental building blocks of multi-channel
receivers.
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Abstract: The complexity of DSP systems grows at an ever-increasing rate while
the implementation of these designs must meet criteria like minimum cost and a short
time to market. Hence there is a growing need for efficient design automation and a
seamless design flow that allows the execution of the design steps at the highest suitable
level of abgtraction.

Especidly for the design of fixed-point algorithms and systems, tool support is very
rare, though for most digital systems the design has to result in a fixed-point implemen-
tation. This is due to the fact that these systems are sensitive to power consumption,
chip size and price per device. Fixed-point realizations outperform floating-point re-
dizations by far with regard to these criteria. On the other hand, algorithm design
dtarts from a floating-point description in order to initialy abstract from dl fixed-point
effects. The resulting gap between the floating-point prototype and the fixed-point im-
plementation represents one of the major bottlenecks in today’s digital designs.

This paper will give a survey of FRIDGE?, atool suite that permits a seamless de-
sign flow, starting from an ANSI-C floating-point algorithm which is then converted to

YFixed-point pRograml ng DesiGn Environment
265



266 CIRCUITS AND SYSTEMS FOR WIRELESS COMMUNICATIONS

a fixed-point description in fixed-C% This bit-true description of the algorithm can fi-
nally be mapped to different implementation targets, programmable DSPs or dedicated
hardware structures.

211 INTRODUCTION

Digital system design is characterised by ever-increasing complexity and ever-tighter
schedules, resulting in minimum costs and short time to market. This requires a seam-
less design flow that allows the execution of the design steps at the highest suitable
level of abstraction.

For most digital systems, the design has to result in a fixed-point implementation,
either in hardware or software. Thisis dueto the fact that digital systems have to be op-
timised with regard to power consumption, chip size, throughput and price per-device.
Fixed-point reaizations outperform floating-point realizations by far with regard to
these criteria.
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Figure 21.1 Fixed-point design process.

A typica fixed-point design flow is shown in Fig. 21.1. Algorithm design starts
from afloating-point description that is analysed by means of simulation. This abstrac-
tion from al implementation effects alows an evaluation of the algorithm space with-

*fixed-C is a Fixed-Point Language based on ANSI-C, but with additional generic fixed-point data
types.
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out taking into account the quantisation effects on the agorithmic behaviour. Thus,
modeling efficiency is higher at the floating-point level, and the use of floating-point
models offers a maximum degree of re-usahility.

The transformation to the fixed-point leve is quite tedious and error-prone, since a
fixed word length and a fixed exponent needs to be assigned to every operand man-
udly. To provide a more quantitative picture of this time-consuming process, in
Fig. 21.1 we exemplarily displayed the design times for the implementation steps for
an OFDM receiver frequency synchronisation unit [1] developed a ISS. In much the
same way as for this example, often more than 50 % of the design time is spent on
the agorithmic transformation to the fixed-point level for complex designs once the
floating-point model has been specified. The major reasons for this bottleneck are:

m There is no unique transformation from floating-point to fixed-point.

1 Different HW and SW targets put different constraints on the fixed-point speci-
fication.

2. Optimisation for different design criteria, like throughput, chip size, memory
Size, or accuracy, arein general mutually exclusive goals and result in acomplex
design space as sketched in Fig. 21.2.

3. The quantisation is generaly highly dependent on the application, i.e. on the
applied test vectors.

throughput

quantization
noise

program
memory /
chip size

Figure 21.2 Fixed-point design space.

a The manual transformation of the floating-point algorithm to the fixed-point ago-
rithm is known to be time-consuming and error-prone. Even for a single transfor-
mation, modeling efficiency is very low. Therefore the manual floating-to-fixed
conversion appears to be no longer acceptable.

s The fixed-point simulation efficiency is low. This is due to the fact that the bit-true
behaviour of the target system has to be emulated on the host machine.

These inefficiencies have been the motivation for FRIDGE [2-4], an interactive
design environment for the specification, simulation and implementation of fixed-point
systems.
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In this paper we describe the principles and eements of FRIDGE and outline
the seamless design flow which becomes possible using this design environment.
We dso give a globd picture of the FRIDGE design flow by highlighting its con-
dtituents, briefly describing the fixed-point language fixed-C and the way to annotate
operands with fixed-point attributes. Later we show the core agorithm of FRIDGE,
the wordlength interpolation and the back ends, i.e. mapping the internal fixed-point
representation of FRIDGE to a synthesi sable/compilable description.

21.2 THE FRIDGE DESIGN FLOW

As pointed out above, a manual transformation into a fixed-point representation is
hardly feasible. Since an efficient evaluation of the complex design space requires
multiple transformations, this is even more of a design bottleneck.

In the FRIDGE design environment, system design starts from a floating-point a-
gorithm in ANSI-C. The designer then may annotate single operands with fixed-point

attributes, asillustrated in Fig. 21.3.
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Figure 21.3 Quantisation methodology with FRIDGE.

Inserting these local annotations results in a hybrid description of the algorithm,
i.e. some of the operands are specified bit-true, while the rest are still floating-point.
A comparative simulation of the floating-point and the hybrid code within the same
simulation environment shows whether the locd annotations are appropriate, or if
some annotations have to be modified.

Once the hybrid program matches the design criteria, the remaining floating-point
operands are transferred to fixed-point operands by interpolation, where interpolation
denotes the process of computing the fixed-point parameters of the non-annotated
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operands from the information that is inherent to the annotated operands and the oper-
ations performed on them. Additiondly, the interpolator has to observe a st of global
annotations, i.e. default restrictions for the calculation of fixed-point parameters. This
can be eg. a default maximum wordlength that corresponds to the register length of
the target processor.

The interpolation supplies afully annotated program, where each operand and oper-
aion is specified in abit-true way. Co-simulating this algorithm with the original float-
ing-point code will give an accuracy eval uation—and for any alterations only some of
the local and global annotations have to be modified, while the rest is determined and
kept consistent by the interpolator.

What is described above are the algorithmic level transformations as illustrated
in Fig. 21.1 which change the behaviour or accuracy of an algorithm. The resulting
completely bit-true algorithm infixed-C is not yet suitable for implementation, thus
it has to be mapped to a target, e.g. a processor's architecture or an ASIC. This is
an implementation level transformation, where the bit-true behaviour normally stays
unchanged. Within the FRIDGE environment different back ends map the interna
hit-true specification to different formats/targets, according to the purpose or goa of
the quantisation process.

® ANSI-C or fast simulation code
® Processor specific code
& HDL code, eg. behavioural VHDL

This framework alows a seamless design flow from agorithm development to im-
plementation and therefore tears down the well-known virtual brick wall that is often
to be found between system level design and implementation.

21.3 FIXED-C AND LOCAL ANNOTATIONS

Since ANSI-C offers no efficient support for fixed-point datatypes [5,6], we developed
the fixed-point language fixed-C, which is a superset of the ANSI-C language. It
comprises different generic fixed-point data types, casting operators and interpolator
directives. These properties enable fixed-C to be used for different purposes in the
FRIDGE design flow:

» Since ANSI-C is a subset of fixed-C, the additional fixed-point constructs can be
used as hit-true annotations to dedicated operands of the origina floating-point
ANSI-C file, resulting in a hybrid specification. This partially bit-true code can be
used for smulation or as input to the interpolator.

= The bit-true output of the interpolator is represented in fixed-C aswell. This alows
maximum transparency of the results to the designer, since the changes to the code
are reduced to a minimum and the effects of the designer’s directives, such as local
annotations in the hybrid code, become directly visible.

The language constructs to describe the bit-true behaviour are contained in a C++
class library which can be used in any design and simulation environment that comes
with a C or C++ compiler, such as COSSAP [7], SPW [8] or Matlab/Simulink [9].

For a bit-true and implementati on-independent specification of an operand, a three-
tuple is necessary, the wordlength wl, the integer wordlength iwl, and the sign s, as
illustrated in Fig. 21.4.
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Figure 21.4 Fixed-point attributes of a bit-true description.

21.3.1 The data type Fixed
declaration; Fixed<wl, iwl, sign> d, *e,gl8] ;

The data type Fixed receives its format when it is declared, thus a Fixed vari-
able behaves according to these fixed-point parameters throughout its lifetime. This
concept is caled declaration-time instantiation (DTI). Similar concepts exist in other
fixed-point languages as well [10-12]. Pointers and arrays, as frequently used in
ANSI-C, are supported as well.

For every assignment to a Fixed variable, a datatype check is performed:
Example:

Fixed<6,3,s> a,b;

Fixed<12,12,u> c;

a = b; /* correct, both types match */
¢ =Db; /* type mismatch */

Fixed is the data type of choice eg. for interfaces to other functionalities or for
look-up tables, since it behaves like a memory location of a specific length.

21.3.2 The data type fixed

In addition to the DTI data type concept, fixed-C provides the datatype £ixed which
is specially tailored for the float-to-fixed transformation process.

declaration: fixed a, *b,c[81 ;

A variable is declared to be of data type £ixed, but no instantiation is performed
and no fixed-point attributes are specified.

casting:a=fixed (wl, iwl, sign, cast, *b) ;

The variable a receives data of type <wl, iwl, sign>, the vaue of *b is cast
according to the casting mode cast. The casting mode specifies how to handle over-
flow® as well as quantisation®. The different casting modes are shown in Tab. 21.1.

®0verflow handling specifies the behaviour in case of awordlength reduction at the MSB side.
“Quantisation handling specifies the behaviour in case of awordlength reduction at the LSB side.
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Table 21.1 Different modes for cast to fixed.

casting modes overflow handling overflow handling
saturation wrap around

quantisation by rounding ST wr

quantisation by truncation st wt

Every assignment to a variable overwrites al prior instantiations, i.e. one fixed
variable may have different context-specific bit-true attributes in the same scope. This
concept of Assgnment-Time Ingtantiation (ATI) is motivated by the specific design
flow: transformation starts from a floating-point program, where the designer abstracts
from the fixed-point problems and does not think of a variable as a finite length regis-
ter. Fig. 2L.5 highlights the properties of ATI in aquantisation process.

floating-point fixed-point assignment time instantiation (ATI)

a = fixed(1,-2,0,wt 0.125); /* a receives format <1,-2,u> &f
b=a®g;

a = fixed(16,16,s,8r,b);: /% a receives format <16,16,s> &/
d=a* :

Figure 21.5 Example of assignment-time instantiation.

For the first assignment to a, afixed-point format <1, -2, u> is sufficient to repre-
sent the constant 0.125, while for the second assignment aformat < 16,16, s> would
be necessary. With ATI, thisinformation is accessble without code changes, while for
DTI, two options exist:

= merging over the fixed-point parameters for al assignments to the variable a to re-
ceive asuper-format that matches the fixed-point requirements wherever a is used.”
If this super-format were the input to an implementation tool, it would force the use
of large registers, even when thisis not necessary.

s {0 use the context-specific information, a variable must be split up manualy into
severd different variables, which is atime-consuming and error-prone task as well.

In contrast, the concept of locd annotations and ATI is an effective way to assign
context-specific information without changing structures or variables when exploring
the fixed-point design space.

*For the example in Fig. 21.5: 2 fractional bits from the first assignment to a, 16 integer bits from the
second, so the merged format is 18 bits long.
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21.3.3 Interpolator directives

The interpolator can extract information about the fixed-point parameters not only
from direct information about wordlength, integer wordlength and sign,® but also from
indirect or user-supplied information. For example one could specify only the range
of an operand:

a=fixed (minim(-2.35) ,maxim(4.74), *b );

Thisinformation is not sufficient for abit-true simulation, since thereis no information
extractable eg. about the quantisation steps. Annotations like this are cdled incom-
plete local annotation or interpolator directives. They are ignored by the simulator,
but can provide additional information to the interpolation process.

214 INTERPOLATION

Theinterpolator isthe core of the FRIDGE design environment. Asshownin Fig. 21.3,
it determines the fixed-point formats for al operands of an agorithm, taking as input
a user-annotated hybrid description of the agorithm and a set of globa default rules,
the global annotation file. Hence interpolation describes the computation of the fixed-
point parameters of the non-annotated operands from the information that is inherent
to the annotated operands.

21.4.1 Maximum precision interpolation
The interpolation concept is based on three key idess.

Attribute propagation: The means of using the information inherent to the hybrid
code to determine the fixed-point attributes of dl operands.

Global annotations. The description of default rules and restrictions for attribute
propagation.

Designer support: The interpolator supplies various feedback or reports to assist the
designer to debug or improve the interpolation result.

For a better understanding, the first two points are now explained in more detail:

Attribute propagation. Given the information of the fixed-point attributes of some
operands, the type and the fixed-point format of other operands can be extracted from
that. For example, if both the range and the relevant fractional wordlength are specified
for the inputs to an operation, the same attributes can be determined for the result.” A
smple example for an addition is shown in Fig. 21.6.

Given the user-annotated ranges of variables a and b, FRIDGE automatically de-
termines the range and the accuracy, i.e. the required number of fractional bits for the
variable c. Note that this is a worst-case or maximum-precision interpolation (MPI),

®As provided by casting operators described earlier.
"An exception is the division, where the accuracy of the operation must be specified as well.



EFFICIENT DESIGN FLOW FOR FIXED-POINT SYSTEMS 273

_~2€e[0250.75])  ~~Nce[15,1.25) e €[-2.25,1.875)
7 oG5 >

/ <3,1,8> <4,2,s> <5,2,s>
user-annotated
ranges —

LY

b €[-1.25,0.5]
<4,2,5>

d=15
1.5/ <2,1,u>

Figure 21.6 Example for interpolation of ranges/wordlengths.

90 there is no way an overflow can occur. LSBs are only discarded if the wordlength
exceeds the maximum wordlength specified in the global annotation file.

The fixed-point parameters iwl and sign of an operand can be determined once its
range [min, max] is known® [13):

1. min<Q flgn =7 . —fwl
iwl > max{ldimin|,1d(jmax| +27"*)} + 1
. sign = u
2. min 20 [ iwl > ldomax+27M) -

Without the additional knowledge of fwl one has to spend one additional bit to
guarantee that the maximum (minimum) can be represented.

wl is determined using the information about the fractional wordlength fwl = wl —
iwl. It is only necessary to represent those fractional bits which actually carry any
information.

Global annotations. While loca annotations express fixed-point information for
single operands, globa annotations describe default restrictions to the complete de-
sign. For different targets, different global restrictions apply. For SW, the functional
units to perform specific operations are already defined by the processor's architec-
ture. Consider a 16 x 16 bit multiplier writing to a 32-bit register. A global annotation

can inform the interpolator that the wordlength of a multiplication operand may not
exceed 16 bits, while the result may have awordlength of up to 32 bits.

21.4.2  Utilisation of statistical knowledge for Interpolation

With the MPI, the wordlengths of the operands increase considerably during interpo-
lation, while in many cases the obtained large wordlengths do not correspond to an
adequate precison. This is due to the fact that each fixed-point input x to the dgo-
rithm represents a quantised value Xy, i.e. it consists of the exact value X, and the
quantisation error Ax,

x =x0+ Ax. (21.1)

®\\e assume a two's complement representation here.
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Taking this fact into account, one can compute a noisefloor that can be used to judge
the information content of each bit. The statistical properties of the noise are prop-
agated by the interpolative approach described above. Assuming the error PDF is
known for some operands, eg. for the input, the resulting noise probability density
function (PDF) at every point of the agorithm is calculated. In principle, the PDF of
alinear arithmetic operation can be calculated if the input PDFs are known [14]°

To cut down this model to an implementable complexity we only take a few para
meters to describe the quantisation error of a variable x, expressed by its mean value
max and variance o2 . The propagation of the&e parameters is governed by a st of

rules and the mean value m,, and variance o of each signd [15].

The effect of LSB reduction.  The criterion for awordlength reduction is its impact
on the noise PDF. In other words. What is the deterioration of the ratio of signa
power and quantisation noise (SNR) for a single operation (ASNR,)) if we skip the
least significant bit (LSB)? If one additionally defines aglobal threshold ASNR; that
must not be exceeded when reducing the wordlength, one can decide whether the LSB
hasto be preserved or not.

The PDF of the truncation error consists of two unit pulses at 0 and —2~/%!,
weighted with the set probabilities P(0) and P(1):

p(AX) = P(0)8(AX) + P(1)8(Ax + 2, (21.2)

Thus the noise power and the loss of the signal-to-noise ratio for this operaion
(ASNR,p) can be calculated:

Muew =~ Mg —2 =1 (21.3)

ol, ™ alj+272 (21.4)

ASNR,, = 101 (M) @21.5)
old old

ASNR,, therefore is a quantitative measure for the information content of the LSB.
According to auser-specified ASNR,, threshold, the wordlength of an operand is either
reduced or not, i.e. only if the calculated ASNR,,is lowerthan ASNRg;, the LSB gets
truncated. Thisis repested recursively unless the sum of al calculated values ASNR,,
exceeds the ASNR,; threshold.

This optiona interpolation method alows quantitative assessment of the impact of
quantisation on the precision of operations and algorithms and permits the wordlengths
of the agorithm to be kept comparatively short [15]. With the SNR criterion, the
result is an optimised ratio of agorithm performance and the wordlengths used in the
agorithm.

215 BACK ENDS

As dtated above, the fixed-C output of the interpolator is very well-suited for agorithm
design or for afloating-to-fixed transformation. Nevertheless, it is not directly suited

®For example, the PDF of a sum of two statistically independent variables is obtained by convolving
the PDFs of these variables.
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for implementation for HW Synthesis tools or for programmable architectures. Apart
from the fact that there are as of yet only very few implementation tools that support
the fixed-C language [16], there are other reasons that the fixed-C output is not directly
suited for implementation:

s The fixed-C code contains al context-specific fixed-point information and retains
the structure of the original floating-point code. For implementation purposes, most
information is not directly applicable, but is has to be refined. Often the structure
of the code has to be changed according to this information, according to the im-
plementation target and to the design gods.

s The ATI concept is not supported by most imperative implementation languages,
where each variable corresponds to some storage location.

s The weight of bit pattern, i.e. the location ofthe binarypoint (Ibp) (see Fig. 21.4) in
afinite register is handled automatically by the fixed-point data types of the fixed-C
language. This is no longer the case for more implementation-related representa-
tions, like ANSI-C or VHDL.

Hence, a back end which maps the implementation-independent fixed-C represen-
tation to a specific target is necessary. It has to dedl with embedding the fixed-point
operands into registers, mapping them to signals or variables, optimising the code
structures for the implementation architecture, etc.

Currently there are different research and development activities going on at the
Institute for Integrated Signal Processng Systems. The main implementation targets
ae
= ANSI-C and fast-simulation back end,

m Processor-specific back end,
s Hardware-description-language back end.

To describe dl of those back ends would be clearly out of the scope of this paper.
Hence we focus on the ANSI-C and fast simulation back end as examples to highlight
some problems and solutions found in this area.

21.5.1 ANSI-C and fast-simulation back end

The ANSI-C output of this back end serves two purposes: the implementation on pro-
grammable processors that come with a C compiler, and reduction of simulation time
on a host machine. Fixed-point simulation based on a C++ class library as described
earlier or in [8,12,17] increases the runtime by one or even two orders of magnitude
compared to the corresponding floating-point simulation. This is due to the fact that
the fixed-point specification has to be emulated on the host machine that supports dif-
ferent data types from the target.

The key idea for a fast fixed-point simulation is to take advantage of al compile-
time'® information to minimise the processing effort that has to be spent at simulation-
time. Two areas for compile-time optimisation have been integrated into FRIDGE:

1 n this case, afloating-point algorithm is compiled into afixed-point representation, i.e. compile-time
means interpolation-time here.
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casting optimisation and data type emulation. FRIDGE performs a casting mode op-
timisation that has also been independently proposed by DeCogter [18]: whether an

overflow check is necessary depends on the range that the result of an operation can

take. If the possible range can be represented with the available wordlength, no over-
flow processing is necessary. The same holds for quantisation handling.

In addition, FRIDGE analyses the necessary wl for each operand at compile-time.
This information is used to embed it into an appropriate ANSI-C integer data type.
As can be seen from Fig. 214, there is a degree of freedom embedding the wl into a
longer machine wordlength (mwl1)™, i.e. the significant bit pattern may be shifted in
the mwil.

Besides these degrees of freedom, thereis dso a set of restrictions describing how
the operands have to be embedded into the registers. For example, as demonstrated
with the expression tree in Fig. 21.7, one restriction for an addition is that the location
of the binary point (Ibp) has to be the same for both input operands.

Using this concept it is possible to describe the transformation space by a set of
inequalities and conditions. With the god of minimising the cost of the casting and
shift operations, this states an optimisation problem that is essential for integer-based
C code generation [3], [2].

lbp=2
@

Ibp=6 machine wordlength

@ @ mwl = 8
_ @ ® lbp=6
(I i @ @ lbp = 2

Figure 21.7 Location of the binary point (Ibp) in an expression tree.

21.6 CONCLUSION

Traditional approaches make it necessary to annotate fixed-point specifications to all
operands manually, which is an error-prone and time-consuming task. This is hardly
acceptable even for a single transformation but becomes an unacceptable situation for
an efficient evaluation of a complex design space. With the introduction of fixed-C
language and interpolative approach, an efficient transformation from a floating-point
into a fixed-point algorithm becomes posshle. With the support of FRIDGE, the de-

“mwI corresponds to the wordlength of the built-in data types on the host machine, eg. short,
int or long.
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signer may concentrate on the critical issues for this transformation, thereby being
able to explore the design space more efficiently.

The verification of the fixed-point algorithm has to be performed by means of Sm-
ulaion. Exigting fixed-point smulation concepts increase sSimulation-time by one or
even two orders of magnitude as compared to the corresponding floating-point smula
tion. The FRIDGE fast smulation back end gpplies advanced compile-time analysis
concepts, andyses necessary casting operations and sdlects the gppropriate built-in
data type on the host machine, thus simulation time can be reduced considerably.

These features, in combination with target-specific back ends for implementation,
make FRIDGE a powerful design environment for the specification, evaluation and
implementation of fixed-point algorithms. This environment can easily be integrated
into existing C/C++ based design environments.
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Abstract: The R.E.A.L. DSP architecture for embedded applications features a

high level of paralelism in the data path and the possibility to add specific peripheral
modules, or to integrate dedicated application-specific execution units. Program code
is compact by using a highly compressed instruction set, incorporating short (16-bit)
ingtructions, orthogonal 32-hit instructions, and the possibility to define VLIW-type
application-specific instructions. By its unique and leading architecture the R.E.A.L.
DSP core is especialy targeted for telecom terminals, in particular cellular phones.
The core has been implemented in severa ASIC technologies for different embedded
applications, showing excellent performance and power figures.
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221 INTRODUCTION

As opposed to genera-purpose, stand-alone DSPs introduced in the eighties, deeply

embedded DSP technology is characterised by a combination of high-functional per-
formance, efficient chip area usage, high power efficiency, and a high degree of con-
figurability. These characteristics are quite obvious when observing the key design

congtraints for high-volume, consumer-type applications: low-cost, short time-to-mar-
ket, and low-power operation.

Simply boosting up DSP speed would result in fast execution of typical DSP func-
tions like filter or transform agorithms, but this could implicitly dso involve severe
areaand supply current penaties. Consequently, it appears to be much more appropri-
ate to start with a thorough analysis of the target gpplication domain(s), and tune the
DSP architecture such that an optimal balance between specific application require-
ments and (re)programmability is achieved.

As Mohile Cdlular Telephony is mainly driven by low power consumption and a
high degree of integration, the above is especidly true for this market.

The R.E.A.L. DSP core is optimised for celular base-band processing in tde-
corn terminals using instruction set colouring by means of application specific instruc-
tions (ASIs), making alarge amount of instruction-level parallelism accessible to the
programmer, and application-specific execution units (AXUs), which can accelerate
carefully sdected computationally intensive parts in DSP agorithms. Consequently,
R.EA.L. DSP firmware is very compact, resulting in smaller on-chip memories and
significant power saving, since processing can be done in arelatively low number of
clock cycles. For ingtance, it tekes only two cycles to calculate a Viterbi butterfly
section.

22.2 TOWARDS A NEW DSP ARCHITECTURE

Philips has along experience of developing DSP cores. The EPICS DSP architecture
has been developed for Cord-less Telephony and Digital Audio [1,2]. This architec-
ture alows a high degree of customisation and a wide variety of data-word lengths
(12-, 16, 18-, 20- and 24-hit variants have been redised). The KISS DSP core, featur-
ing a 16-hit wide data-path, has been developed for cellular base-band processing in
Telecom Terminas [3)].

A number of considerations have led to the development of a next-generation em-
bedded DSP technology:

1 TheEPICSingruction satishighly concurrent and orthogond. Thisresultsin high
parallel processing power, and in easy and transparent programming at assembly
level. For highly complex applications, including big parts of irregular control
code, this approach is less feasible, since program code size is becoming acritica
design and cogt factor for embedded high-volume applications.

2. Increasing pardld processing power at the architecture level appears to be indis-
pensable for boosting processor performance, either by adding more functional
units operating in paralld, or by increasing the number of instruction pipelines.

3. There is a growing class of applications where different functions with diverging
architecture requirements have to share the same DSP platform. Consequently, the
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basic DSP core needs to be more generic than specific, while not destroying the
advantages of efficient area and power usage.

4. For ashort time to market, amore fixed and generic DSP architecture composition
and associated instruction set must be gpplied, while sill offering the option to add
specific extensions when proven profitable for a given application.

These considerations have been the basis for the development of the next-gener-
ation DSP architecture. This new DSP is known as R.E.A.L. DSP (Reconfigurable
Embedded DSP Architecture at L ow Power and Low Cost).

223 THE R.E.AA.L. DSP ARCHITECTURE

The REA.L. DSP shownin Fig. 22.1 is adud Harvard architecture with 16-hit-wide
data and address busses. Fig. 22.2 shows the heart of the DSP, the data computation
unit (DCU), which contains two 16 x 16-bit signed multipliers and two 40-bit ALUs
(32 data bits, 8 overflow bits). Depending on what type of instruction is executed, the
ALUs can aso be used asfour separate 16-bit ALUs. Four input registers (x0j1, y0J1)
are available to store values fetched from X and Y data memories. ALU results are
stored in four 40-bit accumul ators a0 through a3, which can aso be used as eight 16-bit
registers rO up to r7. To provide good performance, the results of the multipliers are
gtored in pipeline registers p0 and pl. These are explicitly visible to the programmer.
Shift and saturation units are available at a number of locations in the data-path. These
can be configured with acontrol regidter.
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Figure 22.1 The R.E.A.L. DSP architecture template.
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A dtripped down version of the R.E.AA.L. DSP with only one multiplier and single
40-bit ALU (configurable as two 16-bit ALUS) has been derived from this architecture
for low-cost applicationslike, for instance, cord-less telephony and adigital telephone
answering machine.

A digtinctive feature of the RE.A.L. DSP s the possibility to add application-spe-
cific execution units (AXU) to the data-path. A part of the instruction set has been
reserved to control such blocks. Among the AXUs aready available are a 40-bit bar-

rel shifter, anormalisation unit, and adivison support unit.
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Figure 22.2 The R.E.A.L. DSP data-path.

The X and Y data memories can be as large as 64K words by 16 bits and are ac-
oesed by two address caculation units (ACU). Each of these contains eight pointers,
grouped in four banks of two registers. This makes it possible to provide efficient
context switching in case of interrupts. Modulo addressing is controlled by registers
specifying the start and end addresses of each modulo buffer in memory. Applica
tion-specific hardware can be added here as well to make specid addressing modes
possible, such as accessing individual bits, nibbles or bytes in memory. The complex
data path is controlled by the PCU (program control unit). This unit fetches and de-
codes instructions from memory, and handles program flow instructions. These are
performed with a minimum use of cycles and include subroutine cals and relative, ab-
solute, and caculated jumps. Nested looping is controlled by aloop controller based
on an internal stack, with a depth specified by the customer. The contents of the loop
stack (loop count, start and end address) can be saved to memory if an interrupt occurs.
A repeat controller for single instruction repetition is dso available and is used eg. to
move blocks of data from program memory to data memory.
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For interrupt-driven applications, one non-maskable and up to 16 maskable inter-
rupt inputs can be used, with possibilities to prevent nested interrupts. Each maskable
interrupt line can be switched into a fast interrupt mode. This makes it possible to
fetch data samples from an 1/O port and store them in memory with a minimum of
overhead. Automatic, implicit context switching of pointers is provided to enable full
use of fast interrupts.

224 THE R.E.A.L. DSP INSTRUCTION SET

The REA.L. DSP uses two different instruction widths. Because code size has to
be as small as possible, the most commonly used instructions are compressed into
16 bits. Less common ingructions, and those instructions containing immediate data
or absolute addresses, use a second 16-bit word. Severd classes of instructions are
available to control the multiplier, ALUs and paralel moves. The instruction class de-
termines whether the data-path operates with 16-bit or 40-bit operands in the ALUs.
The instruction compaction does limit flexibility in operand selection, but this is com-
pensated by the presence of an additional, and more powerful, orthogona double-word
instruction class (32 hits).

To explait the full paralelism provided by the dua-multiplier quadruple-ALU and
AXUs, aspecid st of instructions, caled application specific instructions (ASls), can
be applied, see Fig. 22.3. ASl instructions may be regarded as VLIW ingructions
(very long instruction words), giving control over dl the ALUs, multipliers and AXUs
in paralel. Moreover, in ASls, two fields are reserved to control the ACUs for parallel
moves. 16-bit aswell as 40-bit arithmetic is supported. ASIs can be conditiona. ASls
are stored in atable in the decoder, limiting the total number of ASls.

The RE.A.L DSPassambler isableto detect an ASI in the application source code.
An entry in the ASI table is reserved automatically, and the contents of this entry are
generated from the kind of ASl being sdlected. No additiona entries are generated in
case of duplicate ASls used at different locations in the program. Before starting up
an application on the RE.A.L. DSP, the applied ASIs must be down-loaded into the
ASl table. This can be done under program control using two specid registers. For
production platforms, to save area as well as energy, the ASl table may be fixed in
either ROM or pecid hardware.

As an example, we will explain how to program ablock FIR filter taking advantage
of the dual multiplier structure. The main difficulty when implementing the block FIR
filter using two multipliers is the memory bottleneck: in each cycle, only one sample
and one coefficient can be fetched from memory.

A sraight-forward FIR filter can thus only caculate one product term per cycle.
However, when doing block processing, two output samples can be caculated simul-
taneoudy, reusing sample and coefficient vaues by keeping the previous input and
sample valuesin registers. For example, thetwo termsin Example 1 can be calculated
at the sametime, including the update of registersto st up for the next iteration.
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Figure 22.3 R.E.A.L. DSP instruction decoding.

Out.n += Inn * Coeffn

Out.nplusl += Innplusl * Coeffn # calc terms

Inn = Innplusl, Innplusl==XMEM[n+2]), # shift data values
Coeffn = YMEM[n+1]; # next coeff

Example 1: FIR filter algorithm (pseudo-code).

A filter kernel would contain two single-cycle ingtructions, as in Example 2, eech
caculating one term of sample [n] and one of sample [n + 1] (ignoring pipe-line
set-up). By switching roles for the x0 and x1 register with regard to being the ‘old’ or
‘new’ value, no data move is required to shift the sample, as is shown in Example 2
(actua code).

do N/2 {
al=al+pl, a0=a0+p0, pl=x0*y0, pO0=x1*y0, xl=*pxmO++, yO=*pymO++;
al=al+pl, a0=a0+p0, pl=x1*y0, p0=x0*y0, x0=*pxmO0++, yO=*pymO++;
}

Example 2: FIR filter algorithm (actual code).

In this way, the memory can keep up with the MAC section. A 64-tap FIR filter
with block Sze N implemented this way takes 8+ 37 * N cydesto execute, i.e. for a
40-sample block it takes approx. 37 cycles per sample, including overhead. A single-
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multiplier DSP would take at least 64 cycles, excluding any overhead. For many ago-
rithms, block-based processng is feasible, and the REE.A.L. DSP architecture haves
execution timefor such algorithms.

Ancther example of a block-based dgorithm is the FFT transform. Again, the
memory bandwidth isthebottleneck, and attention hasto be paid to the effective use of
the internal registers. However, due to the large register st (four 40-bit accumulators,
each of which aso can be used as two independent 16-hit accumulators), aradix-4 FFT
implementation can make full use of the dual multiplier architecture. This reduces the
time needed for a 1,024-point complex FFT to around 1,400 cycles.

Based on our experience, even afew ASIs may significantly improve cycle-count
efficiency. This can be explained by the fact that most DSP agorithms are based on
repetitions of only a few time-critical instruction kernels. Therefore the ASl table is
restricted to make the optimal balance between efficiency and core size.

For comparison, the new Tl TMS C320C62xx processor [4] takes gpprox. the same
number of cycles for the same task.! However, by using the ASI compression tech-
nique the RE.A.L. DSP doesnothavetheoverhead of themassiveVLIW program
memory requirements of the TI chip, nor the associated energy consumption.

225 R.E.A.L. DSP DEVELOPMENT TOOLS

To support program development, atool sat containing an assembler, alinker and a
smulator has been developed in combination with a hardware board/debugger com-
bination. To ease code development and maintenance, a C-style syntax is used to
support readability. Obvioudy not having the freedom to write actud ANSI-C', the
programmer still has to take into account the actual instruction st and to know which
source and destination registers are available for a given operation.

A highly procedura style of programming is supported, with block- and file-based
scope for functions and variables. This scoping is fully supported, dso by the smu-
lator and debugger tools. An optimising DSP C-compiler is currently under develop-
ment, using the CoSy™ compiler development platform [5). An ANSI-C compiler for
the RE.A.L. DSPis aready available to support high-level entry of control code.

226 R.E.AL. DSP ASIC IMPLEMENTATION

A number of applications are being served by embedded R.E.A.L. DSP cores, with an
ingtruction rate in the range of 25 to 85 MHz, depending on the technology being used
and on the bandwidth performance of the on-chip memories.

To eax= the integration of aR.E.A.L. DSP, the core comes in two flavours, soft and
firm. A soft coreisdistributed at VHDL RTL level, leaving the customer to do the tech-
nology mapping. In case of afirm core the design is transferred as a netlist optimised
for agiven ASIC technology. By exploiting an automatic clock-gating technique on
thenet-lig, reductionsin energy consumption of up to 20-25% have been achieved.

The RE.A.L. DSP features severa hooks for integration on a chip. The DSP chip
integrator is free to define its own memory architecture. Using the gal facility, which

" Based on Tl stating 70 ps for a 1K FFT on 200MHz C62,
Tl web page http://www.ti.com/sc/docs/news/1997/97001a.htm
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dlows dl DSP registers to be frozen within one cycle, dl kind of memory wait-state
controllers, cache controllers and bus arbiters can be connected without affecting the
contents of the core. Communication between the DSP and its peripherds is done
through up to 64 10 registers. An interrupt mechanism is available to avoid the need

for software polling. By a specid flag, the core signals to the outside world that it is

ready to go into deep mode, alowing the DSP clock to be completely switched off.

Any external interrupt reactivates the core.

A large number of peripherds is available. Using the debug support block, an ap-
plication program can be debugged on the chip. Register and memory manipulation,
hardware break-pointing on any DSP bus, and single stepping are supported. The de-
bug support block is controlled by a JTAG port. Repair of embedded DSP application
software can be done by a DSP firmware repair block, allowing up to four firmware
bugs to be fixed without affecting the DSP as such. Furthermore, interrupt controllers,
parale 1/0 ports, (a)synchronous serid 1/0 ports, programmable timers, and power
management units exig.

In order to meet criticdl ASIC design constraints, specid attention is paid to the
development and careful selection of target library elements such as an efficient cell
library, optimised data-path modules, and embedded memories.

22.7 R.E.A.L. DSP FACTS AND FIGURES

In this section, some facts and figures regarding the implementation of and process-
ing on the RE.A.L. DSP RD1602x series is presented. The first implementation

started a few years ago on a Philips Semiconductors 0.5um in-house ASIC technol-

ogy. Since then, the RE.A.L. DSP has been improved continuously and mapped on

severd CMOS technologies. Results can be found in Table 22.1.

Table 22.1 Performance of R.E.A.L. DSP in different technologies.

RD16020 RD16021 RD16022 RD16023

Technology 0.5pm 0.35um 0.25pm 0.25pm
Performance [MHz] 24 39 60 85
(worst-case) 27V) 2.7V) 2.2V) 2.2V)
Performance [MHz] 24 55 90 126
(typical) 3.0V) (3.0V) 2.5V) 2.5V)

As an example, Table 22.2 ligts the memory usage for GSM phone firmware pro-
grammed on the R.E.A.L. DSP RD16022, in addition to worst-case clock-speed per-
formance, and energy consumption. The firmware comprises amongst others equali-
sation, channel coding, speech coding, and program control. Additiona features like
tone generation, voice recognition and hands-free are not taken into account. A distinc-
tion is made between full-rate, enhanced full-rate, and half-rate speech coding. The
triple codec case is dso included. To determine the energy consumption, the core is
assumed to run at the minimal frequency needed to process the worst-case part in the
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GSM phone firmware. Furthermore, the power figures are based on a supply voltage
of 1.2V. All figures include the DSP memories.

Table 22.2 Parameters for GSM phone Firmware.

Jull-rate enhanced half-rate triple codec
MiPS (worst-case) 8.1 214 20.0 214
Power (mW) 24 6.4 6.0 6.4
Program memory (kW) 11.6 22.0 25.8 34,7
Data memory (kW) 59 13.8 17.0 22.2

Since the RE.A.L. DSP discussed here is a soft core, performance and power fig-
ures must be treated as indicative.
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Abstract: Inthis contribution we discuss adaptive signa processing agorithms for
interference suppression based on either spatid filtering using base station antenna ar-
rays(—~ “smart” antennas) or a specid form of transversd filtering (— linear equalis-
ersfor advanced DS-CDMA receivers). It is demongtrated that for reliable operation in
non-stationary environments with different levels of interference, such as encountered

in mobile radio, RLS-based techniques are inevitable due to their superior transient

behaviour. In order to overcome the associated problems of numerical stability and
large computational complexity, we propose to employ the QRD-RLS agorithm which
s0lely relies on numerically robust transformations and can be implemented efficiently
in VLS technology based on a network of smple CORDIC arithmetic units which
makes extensive use of parallel processing. The hardware implementation of such a
2D systolic array as well as an aternative pipelined linear array capable of rea-time
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operation in high data rate systems (> 2 Mbps) is presented together with bit-true per-
formance assessments for applications involving adaptive antennas. Specid attention is
given to the interactive design process required to successfully develop advanced ago-
rithms and dedicated hardware architectures for tackling demanding signal processing
tasks.

23.1 INTRODUCTION

Wirdess is currently the fastest growing segment of the globaly booming telecom
market, and this trend will be further reinforced through the introduction of third-gen-
eration mohile systems (UMTS and IMT-2000) enabling universal personal communi-
cations, as well as upcoming high speed radio networks (WLL and RLANS) providing
tetherless loca access to broadband services [1,2]. Great increases in the capacity
of current wirdess technology will have to be made if such advanced systems are to
become a redlity. Since the radio spectrum is a scarce and consequently very pre-
cious resource, its economical utilisation cdls for the application of bandwidth-effi-
cient modulation schemes together with powerful multiple access and channel assign-
ment techniques. This implies that higher performance and efficiency is achievable
by applying enhanced signal processing, typicaly in digital form at the baseband (—
“digital receivers’ [3,4]). Of course, the entailed increase in complexity must be kept
within reasonable limits to retain cost-effective solutions, whereby the latter factor is
largely influenced by the available technology. Luckily, the continual enormous ad-
vancements of microglectronics in terms of circuit density and switching speed [5,6]
have been able to provide system designers with the signal processing horsepower they
require to implement their ever more sophigticated agorithms, besides cutting down
on the size, cost and current consumption of the components.

Principaly, digital VLSI circuits for baseband processing in wireless equipment
can be divided into three main categories [3):
= programmable general-purpose devices (digital signal processors, DSPs),
» accelerator-assisted DSP chips (application-specific sgnal processors, ASSPs),
= custom-tailored components (application-specific integrated circuits, ASICs).

Today's fixed-point DSPs deliver on the order of 50 MIPS. This amount of pro-
cessing power is sufficient to redise the baseband parts of the physical layer as well
as the speech coding in second-generation TDMA-based cellular terminals (GSM,
1S-54/136) [7,8]. Specidised DSP chips for wireless systems, enhanced with acceler-
ator hardware, e.g. an add-compare-select unit for Viterbi decoding, and equipped
with multiple arithmetic-logic units (ALUs), i.e. multiplier-accumulators (MACs),
have been introduced on the market lately to help tackle high-data-rate applications
[9-11]. While these leading-edge devices offer a great ded of flexibility, they are
often unable to satisfy the computational requirements of future broadband systems
[12] demanding dedicated hardware solutions based on massively pardlel processing
and pipdining, which is the exclusive domain of ASICs [13, 15]. Therefore, in this
contribution, we will be looking at the major engineering challenges imposed on the
designers of dedicated VL SI circuits for the advanced digital signal processing needed
in the next generation of high-capacity, high-data-rate wireless communication net-
works. This will be illustrated based on the case study of specid-purpose processors
for digitad beamforming, i.e. adaptive spatial filtering [16-19).
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The rest of this discourse is organised asfollows. Section 23.2 briefly outlines some
of the main problems involved with the design of dedicated VLS signal processors. In
Section 23.3 we give a short overview on “smart” antennas, followed in Section 23.4
by a description of algorithms and systolic architectures for adaptively controlling
(i.e. “steering”) the beam pattern of an antenna array, including a few representative
results from (bit-level) computer simulations of the proposed structures. Subsequently,
aquick look is teken at an dternative application of the described techniques regard-
ing the implementation of advanced DS-CDMA receivers in Section 235. Findly,
Section 23.6 concludes this presentation with a summary and discussion of the most
relevant points.

The aim of this exposé is fourfold: (i) to advocate the use of adaptive antennas
as an efficient and effective means for interference mitigation in radio systems; (ii)
to motivate the use of RLS-based techniques for high-performance adaptive filtering
in wirdless communications; (iii) to explain the advantages of employing CORDIC
arithmetic, instead of the traditional MAC operation, in certain classes of DSP ago-
rithms; and above dl (iv) to demonstrate that it is essentia to develop algorithmsand
hardware architectures concurrently in order to obtain practically viable solutions to
computationally demanding signa processing problems.

23.2 THE ART OF VLS| SIGNAL PROCESSING

The current trend towards hardware intensive signal processing has uncovered a rela
tive lack of understanding of dedicated VLS| architectures. Many hardware-efficient
dgorithms exigt, but these are generally not well known due to the predominance
of software solutions employing genera-purpose DSP chips which have been in the
spotlight of interest over the past two decades. Unfortunately, algorithms optimised
for these programmable devices do not always map nicely onto speciaised hardware.
Therefore, current work in the field of VLS| signa processing is focusing on thejoint
study of both algorithms and architectures for the custom implementation of DSP
(sub-)systems, exploiting the interactions between the two to derive efficient solutions
and thereby bridging the gap between system and circuit level design [20-24]. As
a consequence, the common approach presently pursued by many companies and re-
search ingtitutions, which is to seperate the theory and system groups developing a-
gorithms from DSP and VLSI groups implementing them, should be abandoned in
favour of amore interdisciplinary design procedure, which means exploiting in a syn-
ergistic manner the interrel ations between the application, the required algorithms and
the underlying hardware architectures, as well as the technology based upon which
the system is to be redlised. This task cals for the “tal thin” engineer with a broad
knowledge in many different fields rather than a speciadist deeply involved in only one
of the above-mentioned areas [3, 29].

In order to solve the tough problems encountered in real-time signal processing for
wireless communications, it is necessary to both devise “good” agorithms and find
“good’ circuit architectures which fit together well. A “good” DSP dgorithm works
religbly and is numerically stable, i.e. it must perform satisfactorily under diverse op-
erating conditions and be insensitive to finite-precision effects due to limited operand
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word lengths and inaccurate computations.* Furthermore, algorithms which possessa
high degree of paralelism and permit pipelined operation are more directly amenable
to high-throughput implementations. On the other hand, “good” circuit architectures
must exploit the full potential of advanced VLSl technology as well as be suitable
for design automation (— “silicon compilation”) [27], which enables speedy develop-
ment cycles to meet stringent time to market requirements. Key features of such VLS|
architectures are regularity, modularity and extendability. All these properties support
acell-based design approach where complex systems are constructed through repeated
use of asmall number of (primitive) basic building blocks (“tiles’) with only locd in-
terconnections and smple control.  This methodology forms the basis for building
so-cdled “systolic arrays’ [28, 29], which consist of a synchronously clocked regular
network of (preferably identical) processing elements—a concept originally proposed
by H. T. Kung and C. E. Leiserson in 1978, targeted at performing different matrix
computations fundamental to many modern signal processing schemes. For the pur-
poses of our further discussion, we will now concentrate on the application of such
VLS sysalic array architectures to an important, representative problem within the
realm of future wireless communications, namely the implementation of digital adap-
tive beamformers, in the hope that this example will help to practically illustrate the
points made in this section.

23.3 OVERVIEW ON SMART ANTENNAS

The quest for ever better usage of the limited radio spectrum to provide a rapidly
growing subscriber population with a broad range of high-quality, increased-data-rate
sarvices has recently fostered great, world-wide interest in smart antenna technology,
making it one of the hottest topics in wireless communications research today. Yet it
must be stressed that adaptive antenna arrays have been studied extensively for more
than three decades, although work was mainly restricted to military applications, such
as radar and sonar systems, chiefly due to the high complexity and ensued large costs
of the required equipment. Hereby, antenna arrays were primarily employed to com-
bat intentional jamming, i.e as an interference suppression technique. On the other
hand, multiple-antenna systems for mobile communications have aso been studied
thoroughly in the past, as a means to mitigate fading by exploiting space diversity.
The fusion of these two idess, i.e interference suppression in combination with di-
versity combining is the essence of current R&D efforts on intelligent antennas for
high-capacity mobile radio systems, as documented in [30-35] and the references
cited therein.

The am of a smart antenna is to reinforce the signal of interest (SOI) while sup-
pressing the undesired intersymbol and co-channel interference (1SI, CCI), which are
due to multipath propagation and concurrent transmissions from other users, respec-
tively. Thus a smart antenna maximises the signal-to-interference-plus-noise ratio
(SINR) at its output.

! Using floating-point arithmetic for dedicated VVLSI chipsis most often too costly in terms of chip area
and power consumption [26)].
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This can be interpreted as a process of adaptive beamforming where the radiation
pattern (spatid response) of the antenna array is automatically adjusted according to
the prevailing Sgnd environment, i.e. by steering the main lobe towards the SOI and
simultaneoudy placing nulls in the directions of strong sources of disturbance. Addi-
tionally, with M antennadements, an array generally provides an SNR enhancement
by afactor of M (for spatidly white noise) plus a diversity gain that depends on the
correlation of the fading amongst the antennas (max. M-fold). To take best possible
advantage of spatiad diversity, the antennas have to be placed far enough apart to guar-
antee low fading correlation, whereby the required separation depends on the angular
spread of the desired signdl, i.e. the angle over which it is digpersed as seen by the
recelver. Such an array can theoretically completely cancel K1 < M interferers and
achieve an (M — Ky)-fold diversity gain [37]. Significant performance improvements
are even atainable when the number of interfering signals exceeds M.

There exigts a vast number of different techniques to govern the operation of the
adaptive processor that adjusts the weighting for each of the antenna element outputs.
These can be categorised according to the chosen weight optimisation criterion—e.g.
minimum- mean-square-error (MMSE), maximum SINR or minimum variance / out-
put power (- MVDR, LCMV) [16,17]—which consequently determines the way
the sgna components of interest are discriminated from the interference to protect
them against unintentional suppression. This issue can be solved either by incorpo-
rating knowledge regarding “source location”, i.e the direction of arrivd (DOA) of
the desired impinging waves (— spatial reference beamforming, SRB), or by supply-
ing some form of reference signal which is highly correlated with the desired signal
and uncorrelated with the interference (— temporal reference beamforming, TRB)
[16, 36]. Alternatively, so-called “blind” methods have aso been advocated which
rely on specid signa properties such as congtant modulus, cyclostationarity or finite-
aphabet structure of the symbols [16, 36]. For practical reasons, we suggest to use
the reference signal approach, because of its lower computational complexity? aswell
as its reduced senditivity with respect to array imperfections, and because training
and synchronisation sequences to support channel estimation, or provide some form
of source identification, or both, are present in al operationd and foreseedble sys
tems. Additionaly, tempora reference antenna control techniques can theoretically
approach optimum performance for any given antenna array topology (— no restric-
tions regarding element spacing or positioning,® which are critical factors both for
attaining high space diversity gains as well as for the inddlation of an array) and
hence offer better performance and more reliable behaviour than the spatia and blind
methods under mogt practical circumstances.

To obtain rapid weight adaptation in quickly time-varying situations with high lev-
els of disturbance, we propose to adopt open-loop (direct-solution) techniques. The
coefficients of the adaptive combiner are then found through recursive lesst squares
(RLS) minimisation. The corresponding set of equations can be solved in a numei-
cally robust manner by means of orthogona matrix triangularisation (i.e. QR decom+

’DOA estimation algorithms (eg. MUSIC or ESPRIT [36]) are computationally very demanding.
3For SRB schemes to function correctly, the interelement spacing must be small o that the signdl
fading is fully corrdlated across the array, which excludes the possibility of exploiting pece diversity
in conjunction with these methods!
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position, QRD). The recursive redisation of this scheme using Givens rotations is
known as the QRD-RLS algorithm. It can be mapped very elegantly onto efficient sys-
tolic array architectures for high speed red-time operation. Conddering the present
level of circuit integration, antenna array weight controllers based on such dedicated
hardware structures are on the verge of becoming economicaly feasible for use in
commercial wireless communication systems. In the next section, we will present in

some detail the algorithms required for temporal reference beamforming, a bit-true

description of the associated VLSl architectures, and exemplary performance assess:
ments for two simple operating scenarios.

234 QRD-RLS ALGORITHM AND SYSTOLIC ARCHITECTURES FOR
ADAPTIVE WEIGHT CONTROL

A temporal reference-based digital adaptive beamformer is illustrated in Fig. 23.1.
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Figure 23.1 Block diagram of a digital temporal reference beamformer.

The array condgts of M identical, omnidirectional antenna elements. After quad-
rature downconversion to baseband, the | and Q components of each array element’s
signa are separately processed by a matched filter (MF) whose output is sampled
once per symbol (f; = 1/Tp) and subsequently digitised.* Following this, adaptive
combining is carried out by applying complex (amplitude and phase) weights wpm[i]
(m = 1... M) to the individua dement sgnals x,,{i] in the beamforming network.
In TRB systems, where a priori knowledge about the transmitted training sequences
or the periodically inserted pilot/reference symbols is available, optimum combining
is achieved by selecting the complex weight vector w[i]according to the minimum-
mean-square-error (MMSE) criterion. Hereby, the adaptive weight controller adjusts

“Oversampling can be employed to improve performance, especially when no feedback exists to con-
trol the sampling clock or if several asynchronous SOIs are to be handled concurrently.
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w[i] 0 asto minimise the average power of theresidua sgna &[], which isthe dif-
ference between the known desired signal d[i] and the combined array output signal

yil=XM_, xmliJwmli — 1. The optimum Wiener solution to this problem is given
by the matrix form of the Wiener-Hopf (or normal) equations [38]:

Ryxwop =ryd, (23.1)

where Ry, = E(x[i]xH[i]) represents the input data correlation matrix and rrs =
E(x[i1d*[i]) is the cross-correlation vector between the array dlement signals x,,[i]
and the desired response d[i]. Eq. (23.1) forms the basis of the well-known direct/
sample matrix inversion (DMI/SMI) dgorithm (of complexity O(M?3)) [39):

wli] = R} [i1#zalil, (23.2)

which involves forming an estimate (time average) of the correlation matrix Ry [i] as
wdl as of the cross-correlation vector #,4[:] and subseguently computing the solution

to a st of linear equations. This type of algorithm is well suited for a programmable
floating-point DSP but extremely difficult to map onto a dataflow processor. Alterna-

tively, severa adaptive agorithms can be employed to perform the above-mentioned
minimisation task directly. Despite its computational simplicity (it has complexity

O(M)) and its favourable numerical behaviour, the popular least mean square (LMS)
stochastic gradient technique is often unsuitable in nonstationary environments with
variablelevels of interference and distortion,® asis very common in mobile radio com-
munications. This is due to its poor convergence properties and large misadjustment,
resulting in aconsiderable loss of output SINR compared to the theoretically optimum
Wiener solution [38]. Fast convergence is especialy essentia for rapid weight adap-
tation when short training sequences are used for transmission efficiency reasons, as

well asto guarantee quick retuning of the beamformer coefficients when new sources
of disturbance emerge, or present ones disappear. In these situations the recursive

least squares (RLS) algorithm is preferred because of its robustness with respect to the
signa environment and thanks to its superior speed of convergence. A vast amount

of research has been devoted to reducing the demanding computational requirements
and overcoming the problematic numerical properties of the RLS agorithm in order
to increase its practica applicability. The method of choice for fast and numerically
robust RLS filtering is based upon orthogonal triangularisation of the input data matrix
via QR decomposition (QRD) [3§]. In situations where the data is to be processed
on a sample by sample basis (as opposed to block-wise) QR-updating through a se-
quence of Givens rotations is usually employed. The resulting QRD-RLS algorithm
requires O(M?) operations per updating step. Its numerical robustness stems from the
fact that it operates directly on the incoming data matrix, circumventing the need to
compute R.: [0, whereby the condition number of the data matrix would be squared
and the required word length doubled. Additionaly, solely numerically stable unitary

transformations are used. In the following subsection we briefly review the QRD-RLS
agorithm and demonstrate how to compute the a posteriori (apriori) estimation error

e[i] (e[i]) without explicit computation of the weight vector.

*The input datacorrelation matrix then exhibits a large eigenvalue spread: x(Rzx) = Amax/Amin > 1.
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23.41 QRD-RLS algorithm

The function of the adaptive combiner in Fg. 23.1 may be defined mathematicdly in
terms of least-squares etimation (LSE). The aim of the RLS agorithm is to minimise
the sum of exponentidly weighted squared errors,

. i i—n .12
13[1,1]1";1/9 |d[n] — xT[n}wli]]” . (23.3)

The so-called “forgetting factor” 0 « B < 1 is commonly used to discount old data
from the computations (exponentiad downdating), inorder to provideacertaintracking
capability when the system operates in a non-stationary environment. This is equiva-
lent to determining theweight vector w{i] which minimisesthe €2-norm of the vector
of error resduals €i],

leli1ll = veR[ileli], 23.4)
where
e(i]= Bli}d[i] - X[ilw[i) e T, (23.5)
with the data matrix
xT[1]
xin® e CXM (23.6)
xT[i]

and the weighting matrix

B diagy/B VB T D e R 23.7)

Since the Euclidean vector norm isinvariant with respect to unitary (orthogonal) trans-
formations Q, with Q¥ @ =1, we apply the QRD to transform the weighted input
datamatrix B[i1X[i] into an upper triangular matrix R[i] € CM*M

OMlileli] = (:B}) _ (Rg"]) w(i] . (23.8)

From this it can be seen that the minimum norm condition for the error residua €i] is
obtained when

Rlilwli] =u[i]. (23.9

This eguation defines the least-squares weight solution for the adaptive linear com-
biner. Since the matrix R[i] is upper triangular, the weight vector w({i]Jmay be ob-
tained via a process of back-substitution.

Thequantities R[i] and u[i] in Eq. (23.9) can be caculated recursively on asample
by samplebasisaccording to the QRD-RL S algorithm summarisedin Tab. 23.1.°

®A detailed mathematical derivation of the agorithm is contained in [40).
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Table 23.1 QRD-RLS aigorithm based on complex Givens rotations for TRB.

Initialisation:
R[0] = /58Iy with0 <8 « 1, u[0] = 0py
fori=1,2,...do:
R[i] ¢li] uli] — . (VBR[i—1] Oy /Buli-1]
(01, yli] pm) “Q[’]( E 1 dhi )
where Q[i]1 = Gyli]--- G1li] € CH+DX(M+1)
| P 0m-1 T 0,1
OT Oli 0_’" in6,[i —idmli
with G [i] = m._l cosOpy[i] M sin@, [iJexp(—jdmli])
oM—m IM—m 0M-—m

0T | —singulil 0},_,, cosOnlilexp(—idmlil)

a priori error

elil=d[i]— xTlilwli — 11 = p[i1/y[i]
a posteriori error
elil=d[i]—xT[ilwli] = p[i]- y*[i]

with y[i] = [1X_, cosOm[i1exp(—jdm[i1) = Gm+1.M+1

The unitary update transformation denoted by Q@[] represents a sequence of M
complex Givens rotations G,,[i], each one of which operates on two rows of the ma-
trix. The rotation angles ¢,, and 6,, are chosen such that the elements of the data
snapshot xT[i] are successively zeroed whilst updating R[i] and u[i]. Note that the a
posteriori (apriori) error efi] (e[i]) can be evauated without explicitly computing the
weight vector and applying the result to Eq. (23.5).

23.4.2 Hardware implementation of the QRD-RLS algorithm

A highly efficient redisation of the QRD-RLS agorithm based on Givens rotations us-
ing aparald and pipelined triangular systolic processor array (tri-array) was first ex-
plored by W. M. Gentleman and H. T. Kung [41] and later refined by J. G. McWhirter
[42]. As indicated above, the main tasks of the processing elements are the evalu-
ation and execution of plane rotations to annihilate specific matrix elements. With
MAC-type (multiply-and-accumulate) arithmetic units the computetion of the rota-
tion parameters requires either square-roots and divisions or some trigonometric func-
tions, whereas the vector rotations themselves only need multiplications and addi-
tions. This means that the determination of the former quantities takes many more
clock/ingtruction cycles than it does to apply them, leading to an unequal distribution
of the work load within the array. An often used dternative method of performing
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two-dimensional vector rotations relies on the well-known CORDIC (COordinate Ro-
tation DIgital Computer) algorithm introduced by J. E. Volder [43] and extended by
J. S Walther [44]. In the following, we present the CORDIC agorithm together with
a hit-level description of a 16-bit fixed-point implementation, and demonstrate how
it can be employed to perform al the necessary arithmetic operations in a fully par-
adld systolic array architecture for adaptive weight control based on the QRD-RLS
agorithm.

CORDIC algorithm. The basic idea underlying the CORDIC scheme is to carry
out vector (“macro”-)rotations by an arbitrary rotation angle éviaa seriesof by, +1
“micro-rotations’ using a fixed set of predefined elementary angles a;:

bw

0=) oja, oje(-1+1} (23.10)

j=0
Thisleads to arepresentation of the rotation angle #in terms of the rotation coefficients
aj. By choosing the elementary angles as

o Yarctan2™/, jegd=1{0,1,2,...,b}, (23.11)

it follows that a w-rotation can be redised viatwo simple shift-add operations:

(52) = T (comes 7))
Y+l m —oj tana; 1 ¥j

1 1 0;27J ;,-)
=—— i . . 23.12
7o ) B
The final result is obtained with a precision of by, bits after the execution of by, + 1
p-rotations and amultiplication with the scaling factor Sp,, = ]‘[f;o 1/V/14272. 8,
can also be decomposed into a sequence of simple shift-add operations, which are
often performed in a series of additional scaling iterations.

The CORDIC has two modes of operation called “vectoring” (Vec.) to compute
the magnitude and phase of a vector

(]s;utt) _ <sign(ei..) -0\/55, +v ) , (23.132)

Oout = arctan ﬁ , (23.13b)

in

whereby the vector (&, ¥in)T iS rotated to the &-axis, and “rotation” (Rot.)

Eout ) _ [ cosBin  sinfi, Ein
('/foutt) - (— sinBiy cosein) ‘ (Wlin) ) (23.14a)

eout = 9in ’ (23 . 14b)
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in which casethe vector (&in ¥in)T isrotated by theangle —6;,.

Obvioudly, the rotation angles ¢,, and 6,, for a complex Givens rotation can be
determined using the CORDIC in vectoring mode, whereas the rotations themselves
are carried out using the CORDIC agorithm in rotation mode.

Tab. 23.2 contains the bit-level description of a 16-bit fixed-point CORDIC ago-
rithm as specified in [45]. It forms the basis for the hardware implementations dis-
cussed next and was employed for the bit-true simulations of the QRD-RLS-based
TRB to be presented in Subsection 23.4.4.

Table 23.2 Bit-level specification of the CORDIC algorithm for plane rotations, i.e.
Vec. and Rot., as well as division (Div.) with b,, = 16-bit operands.

Input:
Vec./Rot. scaling iteration: & = &, /2 and Yo = Yin/2
Div.: & =0, Yo = &y and ¥y
add all-zero guard bit extension (6 LSBs)

for j =0...16 do:
Vec./Rot. u-rotation: £y =& +ojy;27% and Y41 = ; — ;€275
Div. iteration: &1 =&;+0;27% and ¥j 41 = ¥j — 0 Yin2 ™%
with {s;|j =0,1,...,16}={0,1,...,16} and
Vec.: o; =sign(§))-sign(y¥j) = oom
Rot.: o; =i
Div.: aj = sign(¥in) - sign(yj) = oout

for j =17...20 do:
Rot./Vec. scaling iteration:
i1 =& +nj—16627516
and Yj41 =¥ +nj-16¥,27771¢
with {t;|j = 1,2,3,4} = (2,5,9,10} and {n;|j = 1,2,3,4) = {1,—1,1,1}
Div. dummy iteration: &;41 =& and ;41 = ¥;

Output:
erase guard bits
Vec./Rot.:  &ouw = £21 and You = Y21
Div: &u=6&xn (=&in/¥in<2)

In addition to the CORDIC vectoring and rotation modes, Tab. 23.3 adso shows
how to elegantly implement the division operation(Div.) &out = &in/¥inin a bit-serid
fashion using the same shift-add operations. As can be seen in Tab. 23.1, adivision is
needed to calculate thea priori estimation error e[i].

The actual hardware implementation of the CORDIC eguations (23.12) may be
done in anumber of ways [46] as depicted in Fig. 23.2.
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By choosing arecursive (R-CPE) [47], array (A-CPE) [48] or pipelined (P-CPE)
[49) architecture, a trade-off between areg, throughput and latency is possible, de-
pending on the application in mind. A comparison of these different CPE redlisa-
tions, designed in accordance with the specification given in Tab. 232, is presented
in Tab. 23.3. It is basad on the results of VHDL code synthessusing a5V, 0.6 um
double-metal CMOS library. In addition to these basic structures, intermediate/hybrid
versions of them can aso be employed in order to better match application constraints
and requirements as will be demonstrated by an example in Subsection 23.4.3 (see
Fig. 235).

Table 23.3 Comparison of different CPE implementations based on data from VHDL
code synthesis using Synopsys tools and the 5V, 0.6 wm double metal CMOS library
from AMS.

Architecture Recursive Pipelined Array
Area Ac [mm?) 0.6 10.5 9.7
Clock frequency fox [MHz] 62.5 81.3 4.0
Power consumption Pc [mW] 28.8 634.1 26.0
CORDIC ops [MCops] 2.98 81.3 4.0
Latency 7c¢ [ns] 336.0 258.3 249.8
AT-product [mm2/MCops] 0.2 0.13 2.42
PT-product [mW/MCops] 9.68 7.8 6.49

Systolicarray architecture.  The algorithm summarised in Tab. 23.1 can be straight-
forwardly mapped onto the systolic array architecture illustrated in Fig. 23.3 for the
case of an array with M = 3 antenna elements and assuming real-valued input signals
to simplify the presentation.”

This array entirely consists of CORDIC processor eements (CPES) which operate
synchronously driven by a single master clock. Since al the CPES need the same
amount of time to perform their computations, they can never be flooded with data.
The cells in the left-hand triangular array (A-B-C) store the elements of the evolving
upper triangular matrix R whilst the right middle column (F-G) holds the updated
vector u. Theinput data flow isfrom top to bottom. Each row of the array (A-F-G-C)
performsaGivensrotation, whereby therotationanglesé are determined by the CPES
designated Vec., configured to the “vectoring” mode of operation, at the beginning of
the rows. These rotation angles are then propagated from the left to the right of the
array, thereby passing through the CPEs labelled Rot. operating in the “rotation”
mode. Due to the fact that the rotation angles traverse the array in a pipelined manner,
the elements of the data vector have to be applied to the array in a time-staggered
fashion as indicated by the sample indices in Fig. 23.3. Thus data associated with the

"For the case of complex-valued input data, each of the boxes representing a CORDIC processor
element must be replaced by a “super-cell” comprising three such arithmetic units. For details refer to
[50] or [19].
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Figure 23.3 Systolic CPE array for the QRD-RLS algorithm.

same index wanders through the array in the form of a “wavefront” which emanates
from the top left corner, spreads out and proceeds in the direction of the axis A—H
before disappearing again in the bottom right cdl. The left middle column of cels
(D-E) successively computes the “conversion factor” y. It is required for computing
theapriori error £ which isformed by dividing the “rotated error” p by y inthe CPE
marked H, configured to the Div. mode of operation.

This fully paralel implementation of the array requires O(M?) processors and
achieves a throughput of O(1), i.e. it is cgpable of processing the input data stream
at the sampling rate, thus fulfilling the real-time requirement independent of the num-
ber of antennas. Of course, this comes at the price of O(2M) sampling periods latency,
due to the intensive pipelining employed. The limiting factor governing the maximum
sampling speed is given by thelatency ¢ of the individual CORDIC cells, due to the
feedback loop (from &qy tO &in) present for updating the contents of the array. This
problem is attacked in [51] by applying a technique based on “lookahead” computa-
tions. Unfortunately, this approach requires agreat ded of additional hardware.

Alternatively, thisfully parallel 2D-array architecture may be mapped onto alinear
array of processors [50], whereby al the operations taking place within each row of
cdls in the array of Fig. 23.3 are assigned to a single arithmetic unit, leading to a
considerable reduction in the total number of required cells. The pipelined CORDIC
processor dlement (P-CPE) is ideally fitted to this structure, whereas the recursive
variant (R-CPE) is more suited for the fully paralld implementation. A comparison
of these two competing array redisations for a specific application example will be
made in the next subsection.
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2343 Application to temporal reference beamforming

We now describe severd waysin which the QRD-RLS agorithm can be used in TRB
systems. A simplistic signa flow diagram of such an application is shown in Fig. 23.4.
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Figure 23.4 Simplistic signal flow diagram of a TRB system employing the QRD-RLS
algorithm.

During the reception of the preamble at the beginning of a new data packet, the
switches are set such that the snapshot of antenna element signals xT[i] and the train-
ing sequence @[i] are applied to the array in order to update the upper triangular matrix
R and the vector u once every symbol. The corresponding error signal & appears a
the output of the weight controller with ¢4 symbol periods delay (£ latency of the
array) and can act as a convergence indicator, thus enabling the detection of false time
synchronisation of the reference signa. There exists a number of different options to
use the array upon completion of the training phase. By freezing the array’s contents,
i.e. by disconnecting the external feedback loop of dl the CPEs, thus preventing any
further updating of R and u, it acts like a fixed filter with coefficients w[i,} on the
input data. If additionaly the reference signd is clamped to zero, the (binary) data
can be recovered from the error signal:

bli —ia]l = sign(—eli —ta]) = sign(xT[i —a]wliyD), (23.15)

where iy is the sample index when the weight vector was last derived. Furthermore,
assuming that the so obtained (tentative) decisions b are correct, they can be used as a
reference signal to update the weights in a decison-directed (DD) mode of operation.
In this case, the new values of R and u are computed by applying the past snapshot
xT[i — 4] from aFIFO memory to the array together with the corresponding fed-back
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data decision d[i] = b[i —ta]. For continual tracking of the weight coefficients with
decison-feedback, the array must be clocked a twice the normal speed, operaing
dternately in data-detection and DD-adaptation mode within each symbol period. This
alows to follow any variations of the environment whose tempora extension exceeds
the array latency a, i.e. whose rate of change is lessthan (2M +2) f;.

Instead of using the array to perform the spatid filtering directly, this operation
can be assigned to a separate beamforming network consisting of complex multipliers
a the baseband or phase shifters and attenuators/amplifiers at RF or IF ( — analogue
beamforming). The combiner coefficients required by the beamforming network can
be very elegantly extracted from the array by the following simple “serid weight flush-
ing’ procedure. Since the weight vector is equal to the impul se response of the systolic
array when R and u are held fixed, we can obtain w by exciting the array with a se-
quence of M snapshots which together form the identity matrix I, along with a vector
of M zero reference symbols 0. The negative weight coefficients then appear at the
output £ one after another;

—wq[iu]
ey =0 —Iywliy]l= . (23.16)
—wpyl[iy]

Note that some additional inputs (eg. al zeros) are required to completely flush the
pipeline. An aternative method, allowing a continual paralle extraction of the com-
plete weight vector, is trested in [19] and [40].

Clearly, we can easily incorporate severd reference signals into our scheme to en-
able concurrent adaptation of K independent beams. To achieve this, we simply extend
the array by replicating the column containing the vector u K times and then applying
a K-dimensiona vector of reference bits (dP[i] d@[i] ... d®[i))T instead of a sin-
ole oned[i] with every snapshot. Thisis equivaent to solving the system of equations
(Eg. (23.9)) for different right-side vectors #®. Such a multibeam antenna can be
employed to alow the simultaneous reception of multiple signals, either originating
from different angularly distributed users or due to echoes arriving from different di-
rections. Once isolated, the latter multipath components can be aligned in time and
appropriately combined to reduce fading effects (— “2D/gpace-time rake’).

Up to now we have assumed that the loca reference isideally synchronised with the
received signd of interest. In practice, sychronisation has to be established before the
adaptive array can be trained. We now briefly present a simple and yet highly reliable
technique based on the QRD-RLS agorithm to simultaneoudly establish timing syn-
chronisation and adapt the array using a short, periodically repeated training sequence
ai] of length N,. symbols. To guarantee the best possible performance, we assume
that a[i] is orthogona (uncorrelated) to its delayed replicas, thus making m-sequences
avery suitable choice. To achieve initid synchronisation, i.e. to estimate the timing
of afi], we first adapt the array according to the LSE criterion using the QRD-RLS
algorithm for each of the Ng possble time offset versonsali —n] (n =0... Ny —1) of
the synchronisation sequence, and then select the one giving rise to the smallest mean
square a priori error E;{lelill?) (i.e. highest output SINR), where E;{-} stands for
averaging over J consecutive values. This can be implemented very efficiently using
the proposed multibeam weight controller for processing the N offset versions of the
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synchronisation signal inparald. e™[;]is generated by the Div.-mode CPE labdlled

H in Fig. 23.3 and subsequently its squared magnitude is accumulated over J symbol

intervals. As stated in [40], array adaptation and timing estimation together require

processing of approximately 2M + J symbols, where J = 10 is sufficient to guarantee
ahigh probability of acquisition even a low SNRs.

We complete this subsection by briefly demonstrating how to implement a multi-
beam TRB using a linear array of pipelined CORDIC processor dements. Fig. 23.5
illustrates the basic architecture for an examplewith M = 3antennasand X =3 inde-
pendent beams (again assuming real-valued signals), which means that three columns
u® .. u® are present on the right of the array in Fig. 234. The seven cdls in the top
row of the corresponding 2D-array are al mapped onto P-CPE;, which comprises
seven pipdine stages with three CORDIC iterations performed between eech register
(— mixture of pipelined and array CORDIC implementation). This way no additional
dummy data or clock cycles are needed to flush the CORDIC pipeline before applying
the next valid inputs. Since the number of cdls in each row decreases by one towards
the bottom of the 2D-array, the utilisation of the associated P-CPEs is reduced accord-
ingly (to 86% for P-CPE, and 71% for P-CPE; in our example).® Two control bits,
i.e. “feedback” (FB) and “vectoring/rotation” (V/R) determine the operation of each
P-CPE and the array as awhole, whereby the frozen mode is assumed when FB =0
and the &-inputs are taken from the circular buffers (CBUF) external to the P-CPEs.
In Tab. 234 a (rough®) complexity comparison is made between the fully pardlel
2D-array and the linear array solution for an adaptive antenna comprising M = 10
elements, capable of concurrently processing K = 10 different beams.

23.4.4 Simulation results

We have conducted alarge number of computer experiments to assess the performance
of the proposed techniques. A small sdection of illustrative examples are presented
in the following. In the smulaions described here the QRD-RLS agorithm was im-
plemented using the 16-hit fixed-point CORDIC arithmetic specified in Tab. 23.2, in
order to take finite-precision effects into account. The antenna element signals x,, are
thereby digitised with aresolution of bq = 12hits. All computations for theLMS ago-
rithm are performed in floating-point format with unquantised inputs. The TRB under
investigation employs a uniform linear array (ULA) with M = 3 antennas having an
interelement spacing of haf a carrier wavelength (A = A¢/2). The theoretical array
gain offered by this configuration is 4.77 dB.

Toillustrate the typical convergence behaviour of the RLS and LMS dgorithm, we
look at a situation where three signals with different power levels and directions of
arriva (SNRjp,1 =30 dB!0, DOA| = 5°; SNRjn2 =20dB, DOA; = —35°; SNRjp 3 =

8C. M. Rader shows how to build a sidelobe canceller using a folded linear array with 100% utilisation
in [50].

9\Niring for cdl interconnection has been omitted, which makes the results for the R-CPE-based
realisation overoptimigtic. Furthermore, the external CBUFs are not included (— frozen op-mode
unavailable).

YSNR;, stands for the signal-to-noise ratio at the output of the matched filters (MF) in each antenna
branch, i.e. a the input to the adaptive combiner.
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Figure 23.5 Example of a linear systolic P-CPE array for multibeam TRB with M

antennas and K

3 beams.
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Table 23.4 Complexity comparison (based on the data from Tab. 23.3) of two multi-
beam TRB implementations with M = 10 antennas and K = 10 beams. (fFor continual
DD updating. *Equivalent to approximately 6 x 10° MAC operations per second.)

Architecture Fully parallel array Linear array
Processor element type R-CPE P-CPE
No. of CPEs GBM?+M)/2 3M =30
+3M(K +1)=485
Area Ap [mm?] 291 315
Clock frequency fux [MHz] 62.5 81.3
Sampling frequency’r fs [IMHz] 2.98 (1.49) 3.87(1.94)
Power consumption Py [W] 14 19
Cops/snapshot (utilisation) 485 (100%) 630 (77%)
Latency ta ~ 217 ~ 217
Total compute power [GCops] 1.45% 244

10dB, DOA3 = 65°) but sharing the same carrier frequency are to be separated by a
receiver through spatid filtering. Inthis specific case the eigenvalue spread of the input
data correlation matrix takes on alarge value of x (Ryxx) = 113. The simulated learning
curves in Fig. 23.6 show the average (over 250 runs) output SINR as afunction of the
adaptation time.

The QRD-RLS agorithm converges to within —0.5 dB of the maximum SINR at-
tainable with the optimal MM SE weight vector in approximately 10M iterations [38].
As can be seen in the top graph of Fig. 23.6, thisis true for al three signas. On the
other hand, the LM S agorithm only works satisfactorily for the strongest signal. Con-
vergence degrades considerably for the second strongest and becomes unacceptable
for the weakest one. This nicely illustrates the algorithm’s sensitivity regarding alarge
eigenvalue spread. If al three received signas havethe same SNR (— x(Rxx) =2.1)
equal to 10dB, the dotted learning curve plotted in the bottom of Fig. 23.6 is obtained.
It shows improved but till inferior convergence compared to the QRD-RLS imple-
mentation. Note dso the loss in the maximal theoretically achievable output SINR
incurred by the LMS agorithm (dashed lines) relative to the value resulting for the
MMSE weight solution. This “misadjustment” is an additional weakness of the LMS
technique [38]. As far as the impact of finite-precision CORDIC arithmetic is con-
cerned, the learning curves produced by the chosen QRD-RLS realisation may exhibit
aminor droop due to error accumulation. As can be observed in the top curve of
Fig. 236, this effect is visble a high SNRs, where it leads to a gradual, very dight
decay in SINR with time, but gets concealed by noise for levels of SNR below about
200dB.

The bit error rate (BER) curves for user 1 obtained from simulations of the above
scenario for three signals of identical power (— x(Ryx) = 1.9...2.2 for Ey/Ng =
0...10dB) are plotted in Fig. 23.7.
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Learning curves for the CPE-based QRD-RALS algorithm (hq:1 2,b =16)
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Figure 23.6 Simulated learning curves of the QRD-RLS (8 = 1, § = 0.004) and LMS
(1 = 0.033) algorithm.

Packetwise transmission is employed with arandomly chosen training sequence of
length 30 (= 10M) symbols preceding each data burst. No further decison-directed
updating is performed after initial weight adaptation. Obvioudy, the system with a
single antennais usaless even at high SNRs. Conversdly, the BER of aTRB using the
CPE-based implementation of the QRD-RLS agorithm remains close to the BPSK
single-user bound. 1t merely shows amarginal performance degradation relative to the
optimal MMSE solution, which in fact is primarily due to the short training interval
and only secondarily a result of the signal quantisation and finite-precision calcula-
tions. The LM S-controlled beamformer shows a greater loss because of the mi sadjust-
ment associated with this algorithm. Additionally, the BER would rapidly increase
(for the weak users) as the received signal powers become dissimilar.

All the above observations clearly underline the advantages of RLS-based tech-
niques for adaptive antenna control in situations with severe interference where their
LMS counterparts fail to deliver satisfactory performance.
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Figure 23.7 Simulated bit error rate curves of user 1 for the QRD-RLS (8 = 1,
§ = 0.004) and LMS (1 = 0.033) algorithm. (Same configuration and situation as in
Fig. 23.6, except SNRj,,| = SNRjn2 = SNRj, 3.)

235 APPLICATION TO ADAPTIVE DS-CDMA RECEIVERS

In this section we very briefly touch upon how to apply the QRD-RLS algorithm to a
robust single-user DS-CDMA receiver structure [52-56] whichjointly acts as an adap-
tive interference suppressor (for both narrowband interference, NBI, as well as multi-
ple access interference, MAI), multipath combiner (i.e. rake) and despreading correla
tor. Due to its interference rejection capability, this receiver structure is less sensitive

to the near-far problem encountered in spread-spectrum systems, where weak signas

from distant transmitters are overwhelmed by strong signals from nearby sources. This

relaxes power control requirements considerably and substantially increases network

capacity relative to a system employing conventional matched filter or correlator type
receivers. The proposed adaptive receiver represents an attractive alternative to the
more complex multiuser/joint-detection techniques such as discussed in [57], and is

especialy suited for decentralised applications (eg. the mobile terminals in cellular

systems), where the receiver has no knowledge about the other users.
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Fig. 23.8 shows the block diagram of the considered adaptive receiver. It is essen-
tially a linear equaliser with a tap spacing that equals the chip duration 7, (or some
rationa fraction of it) and a total length of (a least) one symbol interval Ti, = N, T,
corresponding to asingle period of the spreading code.

\ Single Receiver
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Figure 23.8 Block diagram of the adaptive DS-CDMA receiver.

During the operation of the receiver, the contents of the tapped delay line (TDL) are
advanced by a full symbol period before computing each new output value y[i] ( —
downsampling by afactor of M) and performing a weight update iteration. As are-
sult, aparticular register of the TDL will always correspond to areceived sgnal sample
taken at the same time instant within the symbol interval, assuming that the receiver’'s
chip clock has a negligible frequency offset relative to that of the transmitter. In our
example, each tap in the TDL contains the samples associated with a particular chip
(i.e. a specific element of the spreading sequence). Obvioudy, the weight controller
operates in exactly the same way as for the TRB treated before, therefore the same
hardware architectures are applicable. It should be noted that the so-called “fast” RLS
agorithms [38] of lower complexity O(N.) employed in traditional adaptive equdis-
ers for TDMA receivers cannot be gpplied to this problem since these methods take
advantage of the circumstance that the signals used to calculate consecutive outputs
y[i] are time-shifted versions of the input sample sequence. This shifting property is
not present here due to the fact that the output is not generated at the same rate as the
input is clocked through the TDL. For a detailed treatment of algorithmic as well as
hardware implementation issues related to this application please refer to [40,58-62).
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236 SUMMARY AND CONCLUSIONS

In this contribution we have described agorithms and systolic array architectures for
high-gpeed, high-performance RLS-basad digitd adaptive beamforming (as well as
robust single-user DS-CDMA demodulation) using training sequences for initial adap-
tation and decision feedback for weight updating during data transmission. The QRD-
RLS agorithm has been identified as a very promising candidate for adaptive weight
control due to its positive numerical characteristics and the ability to perform the re-
quired caculaions in apardld and pipeined manner. CORDIC arithmetic is advo-
cated for the hardware implementation of the individual cells in a possible processor
array realisation, since the same number of cyclesis required to perform al the needed
operations, resulting in a truly systolic data flow. Different possble CORDIC archi-
tectures were compared with each other regarding area, throughput and latency, and
applied as building blocks to congtruct both a fully parald 2D-aray, as well as an
dternative linear array. Furthermore, a scheme for pardle control of multiple inde-
pendent beams was briefly discussed together with its possible application for con-
current reception of many signals, either from different angularly distributed users, or
multipath components of the SOI with different DOAs, which could be time aligned
and combined to reduce the effect of fading. Additionally, it was shown how to em-
ploy the QRD-RLS algorithm to simultaneoudly establish timing synchronisation of
the training sequence and adapt the array. Finaly, the results of computer simulations
were presented to illustrate the performance of the proposed techniques. It wasclearly
demonstrated that RLS-based methods greatly outperform their LMS counterparts un-
der severe interference conditions, even when employing finite-precision arithmetic.
The same holds in highly time-varying scenarios. It was pointed out that it isimpera-
tive to design algorithms and architectures in ajoint process, thereby taking advantage
of the interrelation between the two, in order to be able to exploit the merits of ad-
vanced signal processing techniques in practice at a reasonable cost.
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24 EVOLUTION OF SPEECH
CODING FOR WIRELESS

COMMUNICATIONS

A system standard: the AMR
(Adaptive Multi Rate codec)

Gilles Miet

Philips Consumer Communications
Le Mans, France

Abstract: The world-wide coverage of GSM-like networks led to an explosion of
the number of subscribers, causing the saturation of some networks. Besides, the old
technology used in GSM systems provided the customer with an unsatisfactory audio
quality in many common situations. In paralel, DSP computing capabilities and the
dtate of the art in gpeech and channel coding have improved. Therefore, to increase
both the capacity and the quality of GSM networks, ETS decided to standardise anew
speech transmission system: the AMR. This Adaptive Multi Rate system is acombina-
tion of speech and channel codecs controlled by signalling means aimed at providing
the best audio quality under background noise and transmission errors. The first part
of this chapter explains this concept in comparison with current GSM coders. Another
promising technology to achieve high quality speech transmission is wide-band cod-
ing. Therefore ETS is investigating a wide-band AMR mode. The second part of this
chapter presents the quality gain that can be provided by wide-band AMR.
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241 OVERVIEW

With the increase of processing power of current DSPs, ETSl (European Telecommu-
nication Standard Ingtitute) decided to develop a new speech compression/protection

system for GSM called AMR (Adaptive Multi Rate codec). The original am of the
AMR project was to develop a system with a continuoudly varying bit rate depending
on the audio signal to transmit. There are indeed many different categories of audio
signals. For instance, for agiven bandwidth, encoded speech does not require the same

bit rate as encoded music. Similarly, narrow-band speech (300 Hz-3400 Hz) does not
need the same bit rate as wide-band speech (80 Hz-7000Hz). Narrow-band speech
is commonly used for telephony both because it requires little transmission capacity

and because it enables to recognise and understand the correspondent in arelatively

quiet environment. However, to increase naturalness and improve the understanding
in anoisy environment (which is necessary for wireless communications), wide-band

specch transmission is definitively necessary. Therefore, AMR should enable to trans-
mit both narrow-band and wide-band speech, which will be referred to as narrow-band
mode and wide-band mode, respectively.

Mobile Network
Audio input ——@mﬁj—b UPLINK ——[ Decoder Audio output
|
\ \
Amr GSM RADIO Amr
Control CHANNEL Control
[

Figure 24.1 Block diagram of the AMR System.

In order to facilitate the penetration of this new standard, it has been decided to
make it compatible with the existing GSM physical radio channels. The GSM sys-
tem actually provides two speech traffic channels, TCH/FS and TCH/HS. The Full
Rate Speech Traffic Channel (TCH/FS) provides a gross bit rate of 22.8 kbit/s and the
Half Rate Speech Traffic Channel (TCH/HS) half of this rate. If a higher bit rate is
needed, a multi-dot solution (the alocation of severd traffic channdls) is aso poss-
ble. With the limited time scae due to the high interest of US operators to have the
narrow-band mode of this system standardised in December 98, it was decided to first
develop AMR for narrow-band [1]. However, the narrow-band AMR will incorpo-
rate signalling means to prepare the control of other AMR modes. As described in
Fig. 24.1, AMR includes control blocks on the GSM signal processing system. These
blocks exchange information with the source/channel codecs and control them. Their
role is to command the sdlection of the encoders and their corresponding decoders
such that they match for both links.
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242 NARROW-BAND AMR

2421 Need for a new standard

Currently, TCH/FS is used to transmit encoded speech with two possible coders, the
FR and the EFR. Since the FR (Full Rate codec) offers amediocre quality at 13 khit/s,

the EFR (Enhanced Full Rate codec) was standardised later. EFR provides a good
quality at abit rate of 12.2 kbit/s. However, quality goes down rapidly as transmission
errors increase. Similarly, TCH/HS can be used for speech transmission with the HR
(Half Rate codec) at 5.6kbit/s. This codec gives a very poor quality for both noisy
gpeech and bad radio conditions.  For this reason, many operators are reluctant to

deploy it on their networks. The narrow-band AMR codec was therefore defined to
improve the wesknesses of the existing GSM codecs. In TCH/FS, the target of AMR
in Full-Rate mode is to offer more robusiness to transmission errors than EFR, the
goal being tall quality in dl radio conditions. This is a great advantage, but this was
not the main reason to drive the AMR project. The motivation to build it up came
essentidly from the need to have an acceptable codec in TCH/HS. Both European and
US operators nesd AM R to increase the capacity of their networks seamlesdy for their
subscribers.

2422  Variable bit rates for speech and channel codecs

For agiven channd, the narrow-band AMR is acombination of multi-bit rate speech
and channel coding systems. This technique is necessary to reach an optimal speech
quality for acertain grossbit rate. Indeed, low bit rate gpeech codecs are very sensitive
to the spesch nature of the encoded signdl because they modd speech. When the
background noise level increases, the speech codec has to use a higher bit rate to
keep up a given speech quaity. Additional bits are then necessary to maintain it.
Similarly, under bad channel conditions, the bit error rate increases if the protection of
encoded speech parameters is fixed. To reduce this error rate, a better protection has
to be provided. This is achieved by augmenting the redundancy of the transmitted bit
stream, hence the channel codec produces a higher bit rate. Fig. 24.2 shows the effect
of the source/channe partitioning under radio error conditions.

The highest source rate gives the best results under no error (speech is more ac-
curately modelled) and the worst results under high error conditions (encoded speech
is less protected). Therefore the source/channel bit rate partitioning should vary in
function of the environment to provide the best quality. The source or channel bit rate
should be increased in the presence of background noise or bad radio transmission,
respectively. The curve cdled “AMR” in Fig. 24.2 represents the quaity the AMR
codec would provide under transmission errors if it was based on codec A, B and C.
With this system using severa source/channel codecs, some signalling bits have to be
transmitted to control a perfect matching between the coders and the decoders at any
time. The conditions in which speech is encoded and transmitted vary very quickly.
Consequently, the signalling of the codec mode is transmitted in-band (it uses some
bits ingtead of the source coder) for agiven channd. Thisis shown in Fig. 24.3, where
the channel encoder is fed by both encoded speech and signalling bits coming from
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Figure 24.2 Influence of the channel codec bit rate on the quality of speech. The
vertical axis represents the perceived speech quality in MOS scale (Mean Opinion
Score) provided by ACR (Absolute Category Rating) tests. The horizontal axis shows
the radio channel degradations in C/Al (Carrier over Interference ratio). For speech
codecs: rate A > rate B > rate C, for channel codecs: rate A < rate B < rate C.
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Figure 24.3 Overview of the Narrow-band AMR System processing blocks.

the codec selection block and the speech quality estimator’. Similarly, the channel
decoder outputs both signalling bits and encoded speech. Fig. 24.3 represents the
processing carried out either in the network or in a mobile phone.

Current GSM systems consist of a speech codec, a channel codec, a modulator
and ademodulator. Although AMR follows this scheme, it differentiates significantly

The speech quality estimator is a generic term that may represent, for instance, the speech to noise
ratio or the background noise level.
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by the provision of severd codec modes. AMR incorporates aso codec selection
blocks fed by signalling and quality metrics to select the right codec modes. The
narrow-band AMR system being in standardisation process, some uncertainties remain
concerning its final structure. They are represented in Fig. 24.3 by dotted lines. For
instance, the radio quality metrics coming from the Viterbi equaliser and the speech
quality estimator are optional. Effectively, radio quality metrics can be computed in
the channel decoder. The speech quality estimator is likely not to be used” because the
radio quality metrics may be sufficient to decide the codec mode to be selected. These
metrics provide the information about the channel protection that should be applied to
encoded speech. Since speech sounds better when encoded with a high bit rate, the
highest source bit rate is selected by default and decreased in function of the radio
quality metrics.

24.2.3 Complexity/performance compromise of the AMR

The complexity requirement of the AMR codec was initially defined globaly. Then it
was decided to split this requirement between the source codec and the channel codec.
This demongtrates very clearly the compromise between the compatibility with the
current GSM system and the expected improvements thanks to the AMR. Actudly,
the main driver for the compatibility is the network. The channel codec being in the
BTS (Base Transceiver Station), the AMR system has been defined to enable the use
of existing BTS without any change in the hardware. This high constraint prevents the
use of Turbo Codes which are the state of the art in channel coding. The complexity
of the speech codec was less limited because the speech codec islocated in the TRAU
(Transcoder Unit) outside the BTS. The overdl complexity is still of importance,
especidly because of the power consumption and price of mobile phones.

The FR AMR performance is targeted to a quality augmentation equivalent to up
to 6 dB C/l increase in the radio channel with regard to the EFR. Similarly, HR AMR
should provide the same quality astoday’s GSM FR, which is the most widely spread
GSM speech codec.

By doing this, the consumers are presented with aquality either smilar (AMR HR)
or better (AMR FR) than they are used to with the current GSM FR.

24.3 MULTI-MODE AMR

The current narrow-band system includes hooks in the bit rate control to be able to add

wide-band speech and other codecsin asecond step. Multi-mode AMR (seeFig. 24.4)
can be defined as an audio processing tool box suited to a many audio services as
possible. Actually, very low hit rates can be sufficient to transmit non-conversational

speech services like voice recognition or voice mails. Higher bit rates are necessary to

transmit music or wide-band speech in full duplex. The definition of additional modes
for narrow-band AMR is currently quite vague. However, the wide-band AMR agenda
has recently been sat because of the high interest of this service.

The AMR version recently selected has actually no speech quality estimator.
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Figure 24.4 Principle of the AMR Muiti modes system.

24.4 WIDE-BAND AMR

Wide-band speech (80 Hz-7 kHz) was emphasised at ETS becauseit enablesto obtain
afar better quality than narrow-band speech (300-3400Hz). In fact, the higher band-
width (3.4 kHz-7 kHz) increases the speech intdlligibility (especidly for fricatives
such as “s’ or “f") and the naturalness of speech. The lower bandwidth (80-300 Hz)
provides a higher listening comfort and naturalness [2,5]. A situation that demon-
srates the quality difference between narrow-band and wide-band speech is the broad-
cast of a phone cal through FM radio. The listeners notice the difference of voice
quality between the voices coming from the studio and the voice over the phone.

24.4.1  Wide-band versus narrow-band quality

The quality gain brought by wide-band speech with regard to narrow-band speech is
straightforward. However, the available bit rate on TCH/FS is very low to encode
wide-band speech which might lead to strong degradations. Therefore, it is interest-
ing to evaluate the compromise speech bandwidth/degradations. It was achieved by
informal listening tests. In this respect, the preference of wider band speech over
narrow-band speech was determined by comparing narrow-band speech signds with

wider band speech signals generated as described in Fig. 24.5.

Narrowband

Wider Band Distorted Wider
e Pass band filter Ab?—v Band specch

- '_’I Distortion '_’ Narrowband Rejection
filter

Figure 24.5 Distortion of the wide-band signal envelope.
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The wider band speech signals consist of narrow-band speech signals combined
with a distorted added band. Three experiments were carried out with three different
added distorted bands. The first experiment consisted of the addition of the low band
(100-300Hz). Here the wider band signds were preferred even with a distortion of
3.1dB. In the second experiment, the high band (3.4-7 kHz]) was added. In this
case, the wider speech signals were aso preferred with adistortion up to 5.9dB. The
third experiment, condsted of the combination of the two preceding experiments. The
wide-band signals were also preferred even with the same distortions as above.

These experiments demongtrate the benefits of widening the bandwidth even if this
process introduces significant but not annoying distortions.

24.4.2 Minimum bandwidth for speech to sound wide-band

As mentioned above, wide-band and narrow-band speech bandwidths correspond to

80 Hz-7kHz and 300-3400 Hz, respectively. However, to provide single dot solu-
tions (compatible with TCH/FS), it might become necessary to lower this bandwidth.

Indeed, the speech quality might suffer if the source coder hit rate is too low with
regard to the bandwidth of the speech signd to transmit. Consequently, there is an
interest in identifying the minimum bandwidth of speech for it to “sound” wide-band.

In this respect, there was an experiment undertaken in [4] and recently reported in [5)].

This experiment concludes that the lowest frequency should be blow 100 Hz and the
highest frequency should be above 5 kHz. Besides, the transmission of the lower band
100-300 Hz was found particularly advantageous for male speskers. The higher part

(3.4-7 kHz) was especialy favourable to female speskers. It was aso concluded that
the band 20 Hz-100 Hz does not bring any improvement. The contribution [5] thus
concluded that wide-band AMR should be targeted to transmit the band 100 Hz-7 kHz.
The transmission of 100 Hz-5 kHz was proposed as afall-back solution.

245 CONCLUSION

AMR revedls the recent trend to develop telecommunication signa processing ago-
rithms as awhole. Effectively, old standards have defined severa processing blocks
independently. In contrast, the different blocks are now developed together, and in-
teract with each other. This enables the designers to provide optima solutions. Be-
sdes AMR isahuge system that suppliesamultiplicity of codecsto enablethe GSM
standard to adapt to the numerous conditions and applications of wireless communi-
cations. Narrow-band AMR increases the robustness under channel errors and limits
the degradation with background noise (as compared to the current GSM system). It
also provides TCH/HS with an acceptable codec to increase network capacity. Wide-
band AMR will be deployed for high quality speech transmission. Other modes (e.g.
amode including noise suppression) are currently being discussed.
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Abstract: The boom of wireless tel ecommunications arisen in this decade represents

afantastic engine for the technical evolution of Digita Signal Processors (DSP). This
congtant progress is motivated by the complexity increase of signd processng ago-
rithms, and the product properties required by the market. Indeed, both the rapid evo-

lution of telecommunication standards (to achieve better quality of communications,

higher capacity of networks, and new services) and the new features appearing on ter-
minals are increasingly demanding digital signa processing algorithms. In an attempt

to implement these agorithms in real-time applications, more elaborate DSP architec-
tures had to be developed. Furthermore, especialy in mobile telephony, there is acon-
stant requirement to decrease power consumption and cost of DSPs. This presentation

outlines the evolution of such DSPs and tries to draw atrend for the near future.
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Figure 25.1 Historic worldwide digital signal processor revenue rate. Source:
Dataquest, June 1998.

251 INTRODUCTION

The successful introduction in the consumer market of the first Digital Signal Proces-
sor (DSP) over the last decade has motivated semiconductor manufacturers to con-
centrate considerable development efforts on this field (see Fig. 25.1). According to
Forward Concepts, the DSP market represented $3 billion in 1997 and is expected to
be on the order of $14 billionsin 2002. This fantastic growth can be explained by the
popularity of digital signal processing techniques applied to consumer mass products.
In this context, cellular telephony has been playing an important role due mainly to
its constant market growth as shown in Fig. 25.2. This market is characterised by
low-cost products as well as a severe price erosion of up to 30 % per year. Achieving
the desired requirement for price/performance trandates into a powerful and low-cur-
rent DSP at smallest possible slicon Sze atrade-off continuously researched by DSP
manufacturers and appreciated by mobile phone makers. The goa of this chapter is
to outline a globa panorama of the main challenges and trends encountered when
implementing digital signal processing applications in mobile communications. We
gtress the major issues to face by DSP manufacturers in developing third generation
mobile communications systems. Some basic concepts commonly used in evauating
the performance of a DSP are also described. Severd figures are aso included to lend
support to the assertions made.

25.1.1 DSP functions and applications

The digitised-signal-based systems have proved to be very advantageous compared to
analog systems because of their functional flexibility, robustness, reduced sze, and
very often a possibility for superior performance. This fact can be inferred from
Fig. 25.3, where some numbers on the digital and analog semiconductor market are
given.

Digital signal processing has facilitated the large deployment of high-performance,
affordable, and easy-to-use consumer products. Table 25.1 depicts sometypical digital
signa processing agorithms and some applications where these techniques are com-
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Figure 25.3 Digital and analog semiconductor market. Source: Dataquest, Decem-
ber 1997.

monly used. Mogt of these techniques are frequently found as part of wireless com-
munication products (eg. paging, cellular telephony, wireless data networks). This
fact has motivated DSP manufacturers to propose processors specifically adapted for
wireless applications.

Note that, along with the increasing performance and size reduction of DSPs, mul-
tidimensional digital signal processing techniques typicaly used in military applica-
tions have recently aroused considerable interest in the wireless communi cation sector.

25.1.2  Characteristics of digital signal processing

Mobile phone consumers are constantly expressing demands for new digital signa
processing features for whose development marketing, engineering, and manufactur-
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Table 25.1 Typical digital signal processing algorithms and common applications.

DSP algorithms DSP functions Applications
FIR filters Speech codecs Digital audio (Car audio,
(ADPCM) PC audio, TV audio, CD)
Wireless communications
IIR filters Audio (de)compression Professional audio
(MPEG, AC-3) Wireless communications
Adaptive filters Echo cancellation Video conferencing

Wired communications
Wireless communications

Fast Fourier Transform Noise cancellation Consumer audio

Audio equalisation Music recording

Wireless communications

Viterbi (de)coders Channel equalisation Wireless communications
Signal (re)construction Speech recognition Advanced interfaces

Speech synthesis Wireless communications
Array signal processing Source separation Radar

Source finding Sonar

Voice communications
(wired, wireless)

ing departments must work together. 1t is worth mentioning that these demands essen+
tially come from the base-band interface of the mobile phone handset. This tendency
isillustrated in Figs. 25.4 and 25.5.

A new digita signal processing featureisfirst proposed as an “aodtract ided’ which
the engineering department has to represent and simulate from an unambiguous math-
ematical mode according to a specific algorithm. Up to this stage, neither red-time
implementation condraints nor bit-level accuracy are consdered, since the centra
point is to evaluate the validity and performance of the agorithm itself. After this as-
sessment step, the DSP platform where this new feature will be operating needs to be
specified. It is precisely et this stage that the gap between signal processing research
and signal processing development has to be closed. In some cases, it will be neces-
sary to redlize some modification to the proposed signal processing algorithm to adapt
it to the available resources of the DSP despite a decrease of its performance.

Severd parameters have then to be consdered to evaluate the efficiency of the DSP
architecturein order to achieve the best trade-off between performance and implemen-
tation complexity. These parameters are summarised in the following sub-section.
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Figure 25.4 Digital cellular set value build-up. Source: Dataquest, December 1997.
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Figure 25.5 Digital cellular set value build-up (cont'd.). Source: Dataquest, Decem-
ber 1997.

25.1.3 Characteristics of digital signal processors

Developing DSPs with better performance at lower cogt is amultifaceted challenge for
manufacturers. They have to respond to concrete demands of end customersimposing
some key driving factors that the DSP manufacturer has to ded with. These factors
are illustrated in Fig. 25.6.

When sdlecting adigital signal processor for implementing a specific digital signal
processing agorithm, the first aspect to be considered is the end product for which
the application was conceived. For example, in the mobile phone handset sector, the
“best” DSP will be the one fitting the requirements of the application a the lowest
cost. Withthisin mind, the developer is confronted with the problem of evaluating the
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Figure 25.6 Key driving factors between DSP manufacturers and customers

impact of the performance versus cost. Table 25.2 summarises some aspects that can
be considered in order to balance this trade-off.

Most of the features described in Table 25.2 are involved in the evaluation of the
execution speed of the DSP. Commonly, this parameter is measured by the number
of instructions in millions per second (MIPS) that the DSP can execute. Another im-
portant concern of most cellular telephone manufacturers is the power consumption
of the DSP. This fact has motivated semiconductor vendors to propose DSPs operat-
ing at reduced voltages and integrating programmable clock dividers and idle modes.
These DSP features have an impact on its final cost, which is an important factor for
the choice of a DSP to be used in high volume consumer products. Ease of program-
ming can aso be an important aspect for the DSP-code developer, especidly when
agorithms are complex and the time for delivering is reduced.

Finaly, the mobile phone manufacturers tend to keep some “extra’ resources of
the DSP in order to integrate “extra’ digita signal processing functions into the end
product. We can mention, for instance, the addition of easier-to-use user interfaces
in the mobile phone handset (gpeech recognition) or by improving its audio quaities
(background noise suppression, audio equalisation).

25.2 BENCHMARKS OF DIGITAL SIGNAL PROCESSING ROUTINES
AND APPLICATIONS

2521 Standard benchmark routines

In the previous section, we have seen the difficulties encountered in sdecting the
“right” DSP, and severd of the considerations which have to be made. Thereis, how-
ever, a more genera approach to comparing the performance of a DSP architecture
from the execution speed point of view. It consists of a standard set of digital signa
processing routines defined by Berkeley Design Technology (BDT), Inc. These rou-
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Table 25.2 Features and characteristics of digital signal processors.

DSP feature DSP characteristic

sum-of-products multiply-accumulate (MAC)
in hardware

parallelism Harvard architecture

bit precision floating-/fixed-point, fractional/integer
Overflow detection/protection,
saturation

double-precision support

structured memory access modulo addressing
bit-reversed addressing
specialised registers

regularity (inner loops) hardware loop control

fast /O low-latency interrupt, DMA

dedicated peripherals and system buses

instruction coding Compacted instructions vs. VLIW
encoded vs. orthogonal

tines are listed in Table 25.3. Although some of the routines presented in this table
are functionally redundant, they form a basis for benchmarking more complex appli-
cations such as speech and channel coders.

BDT aso publishes benchmarking results of the performance of commerciad DSPs
when used to implement these dgorithms [1]. Obvioudly, it is the task of the pro-
grammer to find an agorithm that is optimal for each benchmark. According to this,
the benchmark results depend not only on the processor's efficiency, but aso on the
kill of the developer. Nevertheless, these benchmark results give information on the
performance and instruction set of the DSP.

25.2.2 DSP architectural features

In order to boost the overall performance of DSPs, severd semiconductor manufac-
turers propose additional architectural features presented as specia instructions or in-
dependent co-processing units. This is the case in speech and channel coding and
decoding which represent two major digital signal processing applications in amobile
phone handset. The Application-Specific Instruction (ASl) set of the Philips R.E.A.L.
DSP is a good example of this trend [2,3]. Table 25.4 shows the number of MIPS
required by the R.E.A.L. DSP 16020 to implement typical speech coding standards
used in cellular telephony with the aid of ASls.
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Table 25.3 Benchmark routines commonly used in digital signal processing applica-
tions.

Benchmark routines

real vector addition real vector dot-product
real block FIR filter Single-sample FIR
Complex block FIR LMS adaptive FIR
real IIR filter real vector maximum search
convolutional encoder finite state machine

256 point Fast Fourier Transform

Table 25.4 Number of MIPS required by the R.E.A.L. DSP 16020 to implement typical
speech coders using ASIs. Source: Philips Semiconductors TCMC.

Speech coder Number of MIPS Comments

EVRC (1S-95) 19 Including noise suppression
VSELP (IS-136) 154 High precision LTP
ACELP (IS-136) 11-14.3 -

GSM-FR 25 Including DTX/VAD
GSM-HR 12-15.8 Including DTX/VAD
GSM-EFR 15.7 Including DTX/VAD

25.2.3 Evolution of features for DSP Implementation

Although mohile phone terminals are still being used for transmitting speech, cellular
telephony operators and manufacturers are striving to propose a*mobile multimedia’
handset for the mass market. As part of this trend, most telecommunication standard-
isation ingtitutions are concentrating efforts on this matter either to upgrade current
standards or to specify new ones. Table 25,5 illustrates the main standardisation ac-
tivities in the cdlular sector for the near future. Third generation mobile terminals
will have to be multi-mode, multimedia and multi-service. They will need to maintain
compatibility with second generation networks. The DSP will need to be able to face
processing rates beyond 1 GFlops!
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Table 25.5 Emerging Cellular Features.

Cluster Standard Standard fixed
HSCSD (multi-slot data) 1997
GPRS (packet data) 1997

GSM upgrades AMR (speech codec) end 1998
CTS (residential) 1999
EDGE (modif. Modulation) mid 1999

1S-136 upgrades High speed data, modif. Modulation 1998

IS-95 upgrades IS-95B (high speed data) mid 1998
W-CDMA 2000

3" Generation US (several proposals) 2000
UMTS (Europe/worldwide) 2001

2524  General-purpose DSPs versus application-specific DSPs for
mobile phones

In the mobile phone market arena, some manufacturers are constrained to restrain their

choice of a DSP technology to that proposed by external semiconductor vendors. This
Situation may induce a DSP solution not appropriate for the actual application needs
of the customer. Conversely, when the mobile phone manufacturer is directly involved
in the designing specifications of his DSP architecture, the following advantages can
be observed:

s Closdly coupled relationship between application, architecture, ASIC implementa
tion, and development toals.

s No dependency on externa core vendor (neither technical nor commercial).

s Attention points. In-house tool development, link to external application software
libraries.

s Ability to customisethe architectureto the application according to the actual needs
in terms of cost and performance.

25.3 CONCLUSION

As aconclusion, we can say that the new DSPs will be continuing to integrate more
new features for increasing performance and for reducing cost, size and power con-
sumption. Third generation terminals will require new user interfaces and consider-
able intelligence. For the semiconductor manufacturers, these trends imply new tech-
nologica challenges to face the constantly growing cellular market demanding not
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only low cost and high performance quality, but aso upgradable and scalable process-
ing platforms.
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26.1 INTRODUCTION TO THE FOLLOWING PAPERS

There has been an increasing interest in the problems and the techniques related to the
so-caled “blind channel identification and equalization” tasks in recent years. While
channel identification and equalization have been studied extensively, their “blind”
counterparts are relaively new.

A typica communication system consists of an information-bearing signal, atrans-
mission channel, and the received signad. When the signa is known, then the system
function of the channel can be identified by using the received signd. This is known
as the problem of channel (system) identification. When the channel is known, then a
channel equalizer can be designed in such away that the complete system is an ided
delayer or the best estimator for theinformation-bearing signal. This processisknown
as the problem of channel equalization. Both problems of channe identification and
channel equalization are well understood and well developed.

A typicd communication system, however, isusually inherently blind, i.e, neither
the information-bearing signal nor the channd is known. As such, the techniques
of channel identification and channel equalization can not be immediately applied.
The current technology relies heavily on so-caled training sequences, which are used
soldly for the purpose of the identification and equalization of the channel. These
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training sequences are known to the receiver. With them, the channel can be identified
and can then be equalized at the receiver’s end with the known techniques. Almost all
current communication systems are designed based on the use of training sequences.
Since they do not bear information, they add to the overhead cost.

The ever-increasing demand for more speed and more kinds of functional communi-
cation systems will sooner or later push the training sequence technology to or beyond
its limits. This time may arrive rather sooner than later. In wireless communication,
the channel varies rapidly, and hence training sequences have to be sent repeatedly in
order to track the channel. Using more training sequences decreases the information
throughput, and hence increases the cogt of information transmission. For example, in
wireless ATM systems, the use of training sequence technology may impose substan-
tial overheads.

As another example, indigital HDTV, digital signals are sent frame by frame. This
limits how frequently the training signals can be sent, which in turn limits the perfor-
mance of the HDTV in a fast-varying environment. A recent simulation study with
arplane flutter [1] showed the need for blind equalization in dynamic channels that
could not be handled adequately by the current standard, i.e. an equalizer training on
the training sequence alone. Blind equalization can improve the performance signifi-
cantly.

In other gpplications, the source signa may not even be accessible, such as in
biomedical systems or the passive detection of signals in a multipath environment if
the signa waveforms are unknown. In these cases, training-sequence technology can
not be applied.

All these examples show the need for blind channe equalization, which is man-
dated by applications.

By blind channel identification and equalization we mean that the channel is identi-
fied and equalized without the use of training sequences. Mathematically, it becomes
aproblem to find an “inverse’ of the channel when knowing neither the channel itself
nor the input. At first glance, the problem seems to be ill-posed. It turns out that this
apparently intractable problem can have degant solutions with efficient algorithms by
exploiting some qualitative and statistica information on the channel and its input
sgnals, together with a multiple-channel-transmission technol ogy.

For more information about the subject, the recent specid issue on Blind System
Identification and Estimation [2] may be a good place to start with.

This part of the book consists of three papers on current topics by prominent au-
thors.

The first paper is on the subject of wireless multiple-access communicaion sys-
tems. The author, Vincent Poor, is a leader in the field of adaptive interference sup-
pression. Hiswork set standards in the field.

The second contribution is on wireless ATM systems. The author, Lang Tong, isa
pioneer in the important field of multiple-channel technology. The application of blind
methods to ATM systems is relative new, and he again is apioneer in the field.

The third paper is on the design of ablind demodulator. The author, John Treichler,
is at the forefront of the research into the constant modulus agorithm, which is the
first dgorithm ever used for blind equdization as well as the most popular one in
industry. In his presentation, many practical issues are presented which are known
only to experienced designers like him.
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SUPPRESSION FOR WIRELESS
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SYSTEMS*

H. Vincent Poor

Department of Electrical Engineering
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Abstract: Future wirdess communication systems will involve significant adaptive
signal processing capabilities to enhance the performance of high-rate transmission
through limited-bandwidth, dynamic multiple-access channels. Structured interference
is adominant, performance-limiting characteristic of such channels, and this paper pro-
vides a brief overview of basic adaptive sgnal processing agorithms that are useful
for combating this problem. We will focus primarily on adaptive linear methods for

the suppression of multiple-access interference, athough we will aso discuss briefly

the mitigation of such impairments as disperson impulsive noise, and the exploitation

of receiver diversity arising either from natural multipath or from the use of multiple
antennas. Algorithms based on traditional techniques such as recursive-least-squares

and on more recently developed methods involving subspace tracking will both be de-
scribed.

*This work was supported by the the U. S. National Science Foundation under Grant NCR-96-13108
and by the U. S. Office of Nava Research under Grant N0O0014-94-1-0115.
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27.1 INTRODUCTION

Systems for wireless communications are currently undergoing very rapid develop-
ment due to alarge humber of emerging applications, such as third-generation cellular

telephony, personal communications, indoor wireless, nomadic computing, wireless
local subscriber loops, and peer—to—eer tactical communications. Many of these new
systems will incorporate considerable signal-processing intelligence in order to pro-
vide advanced services such as multimedia transmission, see [10]. In order to make
optima use of available bandwidth for these services and to provide maximal flexi-
hility, many such systems will operate as multiple-access systems, in which channel
bandwidth is shared by many users on a random-access basis using protocols such

as code-divison multiple-access (CDMA) signading. Moreover, in order to support

the high data rates inherent in such services, ratios of bit rates to bandwidths will be

pushed to their limits. These stringent signaling requirements are made more difficult
to attain by the fact that wirdless channels can be very hogtile media through which to
communicate. Physica impairments such as multiple-access/co-channel interference,

multipath transmission, amplitude fading, impulsive noise, and dispersion due to lim-
ited bandwidth, al contribute to make it difficult to transmit data reliably and quickly

through wireless channels. Moreover, the dynamism resulting from user mobility and

the above-noted random-access nature of mobile channels, amplify the effects of these
impairments, and make them much more difficult to ameliorate. Solutions to these dif-
ficulties lie in the use of adaptive agorithms to perform advanced sighal processing

functions, and this paper addresses one important issue in this context — namely, in-
terference suppression.

In particular, we will discuss primarily the problem of suppressing multiple-access
interference (MAI), known as multiuser detection. In this context, although adaptive
nonlinear algorithms are discussed briefly, we will focus on adaptive linear methods
of multiuser detection, and in particular on two techniques. adaptive minimum out-
put energy (MOE) detection, and linear detection based on subspace tracking. Our
discussion will necessarily be brief, and we refer the reader to the recent survey [3]
for agenerd discussion of adaptive multiuser detection and, in particular, of the MOE
approach, and to [14] for a detailed description of the subspace approach. Similarly,
the cited literature is representative rather than exhaustive, and the reader isreferred to
[3], [11] and [14] for more extensive bibliographies. In addition to the basic problem
of MAI mitigation, we will dso review very briefly agorithm enhancements which
ded with multipath, receiver antenna diversity, intersymbol interference, and impul-
sive noise.

272 SIGNAL MODEL

As a modd, we consider a K-user binary communication system employing the di-
rect-sequence, spread-spectrum CDMA (DS/CDMA) protocol. 1nthe absence of other
channel impairments, the signal received a areceiver in such a system is a superposi-
tion of K data signals embedded in noise;

K
r@)=Y x®+n@), @7.1)

k=1
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where xx(¢) is the data signal of the k-th user and n(t) represents additive white Gauss-
ian noise (AWGN). Thesignal x(¢) is given by

() = Ax ) be@set =iT 1), 272)

i=—00

where T denotes the information symbol interval, and where Ag, {bi (i)}, sx and v de-
note respectively the received amplitude, symbol stream, normalized signaling wave-
form, and delay of the k-th user. The symbols are assumed to be binary and antipoda
(x1). In the DSCDMA format, the signaling waveforms are of the form

N-1
@ =Y DY ~jT), 0<ts<T, (27.3)
j=0

where N is the processing gain; {cx( j)}l’.“’;o1 is a signature sequence of £1sassigned
to the k-th user, and ¢ is anormalized chip waveform of duration 7, = % We assume
throughout that K < N.

The basic problem of interest is to extract the data symbols of one or more users
from the recaived multiplex (27.1)-(27.2) when the signding waveforms are non-
orthogonal, asistypically the casein wirdless CDMA applications. (It should be noted
that this problem is not limited to CDMA systems, as phenomena such as multipath
and co-channd interference dso give rise to nonorthogona signaing congtellations.
Thus, the methods discussed in this paper may dso be applicable in systems using for-
mats that are nominally orthogonal.) Optimal methods for such data extraction, assum-
ing complete knowledge of the signaling information, are discussed in [11]. The best
performance in such systems comes from the use of maximum-likelihood detection,
which can be implemented via adynamic programhaving ®(2X) time complexity per
binary decision. The resulting performance improvement over conventiona methods
attained by using this method can be dramatic. Lower complexity versions, including
iterative structures and methods that are primarily linear, can dso result in significant
performance gains, abeit somewhat less than for fully optima multiuser detectors.
The techniques to be considered here are primarily of the linear variety, as will be
described below.

The performance gains of multiuser detection come at two costs— computational
complexity and informational complexity. Reduction of the first of these cogts has
been the focus of considerable research, and has largely been solved through the use
of linear and iterative multiuser detectors, as noted above. The second cost, i.e in-
formational complexity, arises because multiuser detection generaly requires that the
receiver make use of features of the received signa not exploited by conventiona de-
tectors, and so more information about the signaling environment is needed in multi-
user detection than is needed in the conventional case. This motivates the conderable
recent research on the development of adaptive techniques for multiuser detection to
mitigate this problem. Adaptivity not only allows multiuser detection to be applied
without additional protocol overhead with respect to that required by conventiona
methods, but it also allows multiuser detectorsto operate in the dynamic environments
found in many wireless applications, asnoted in the Introduction. A broad spectrum
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of methodologies has been brought to bear on this problem, including adaptive linear
filtering, neural networks, stochastic approximation, and the EM agorithm. Here, we
will focus on adaptive linear filtering. A review of some of the nonlinear adaptive
methods can be found in [6].

273 ADAPTIVE MOE DETECTION

Until further notice, we particularize the model of (27.1)«27.2) to the synchronous
case, inwhich al signals arrive a the receiver withthe sameddlay 11 = ... =tx =0
(The asynchronous case will be discussed further below.) In this case, we can reduce
the continuous-timemode of (27.1)«(27.2) to adiscrete-time model by chip-matched
filtering and chip-rate sampling. The resulting samples, in the i-th symbol interval,
can be collected into an N-long vector

K
r(i) = ZAk br(i)ex +n(i), (274
k=1

where ¢; is a vector containing the signature sequence of user k, and n(i) is a vector
of independent and identically distributed (i.i.d.) Gaussian noise samples.

Again, the basic problem of interest is to detect the symbol streams of one or more
of the users from the received signal. Due to the synchrony of transmission, in detect-
ing symbolsin the i-th signaling interval, we can restrict attention to the vector r (i) of
samples received in that interval. Linear multiuser detection detects the i-th bit of the
k-th user by quantizing areal-valued linear mapping of the received vector:

by = sgn[w{ r(i)] . weeRV, 21.5)

where the weight vector wy can be chosen according to one of severd criteria. The
most useful of such detectors are the zero-forcing or decorrelating detector, which
choosesthese weights to zero out the signds from interfering users, and the minimunt
mean-sgquare-error (MMSE) detector, which chooses the weights to minimize the
mean-square error (M SE) between the filter output and the desired hit [4,7]:

MSE = E “bk(i) - w,{r(i)[zl . 276)

Each of these gpproaches can achieve significant performance gains over the conven-
tional, or matched filter, detector, which corresponds to (27.5) with wy = ¢;. This
latter detector is not designed to be resistant to multiple-access interference and can
become MAI limited.

Both the decorrelator and the MM SE detector can be adapted in a straightforward
way through the use of training sequences. For example, the minimization of the MSE
of (27.6) when the sequence b, (i) is known is a classcd problem in adaptive linear
filtering (eg. [4]). However, the use of training sequences can be limiting in wireless
applications (although some proposed systems involve the insertion of pilot symbols
a regular intervals). Thus, it is of interest to consder techniques which can blindly
adapt the weights of (27.6) without prior knowledge of the data stream of any user.
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Two basic techniques for blind adaptive multiuser detection are the minimum output
energy (MOE) approach (eg. [2,8,9]) and the subspace approach (eg. [13,14]). In
this section, we discuss the MOE approach; the subspace approach is discussed in the
following section.

In the MOE approach, it is recognized that minimizing the output energy of alinear
multiuser detector, within a projection constraint on the weights, is equivalent (for the
purposes of detection) to minimizing the MSE of (27.6). In particular, on using (27,4)
and assuming that the symbols from different users are uncorrelated, we can write

2
MSE=1-2wlc, +E [ ’w,{r(i)’ } . @7.7)

From this expression, it is easily seen that MM SE detector weights can be found (up
to aconstant multiple) by minimizing the output energy

E “w,{r(i)(z} 27.8)

subject to the constraint wf ¢ = 1.

Since the output energy can be measured directly without knowledge of the symbol
streams of any user, this property allows the use of standard methods to adapt the linear
detector blindly provided we know the signature sequence of the user of interest, i.e.
¢. In particular, the MOE problem can be solved using an anchored form (to enforce
the congtraint) of either |east-mean-squares (LMS) [2] or recursiveleast-squares (RLS)
[8]. Of course, RLS converges more rapidly than LMS, at the expense of greater
complexity (@(N?) for RLSversus @(N) for LMS). This complexity, however, can be
managed efficiently for the multiuser detection problem through the use of a systalic
array implementation described in [9]. Thus, in dynamic environments, or those with
narrowband interference (in which case LMS converges very slowly), RLS may bethe
better choice.

274 ADAPTIVE SUBSPACE DETECTION

An dternative to the MOE method of blind adaptive multiuser detection is provided by
the use of subspace methods. These methods exploit the fact that the multiple-access

interference lies in a finite-dimensional subspace spanned by the interfering signals

waveforms. Subspace estimation and tracking techniques (e.g. [16]) can be used to
track this subspace, and then appropriate linear multiuser detectors can be constructed
from information about this subspace. In principle, the subspace approach can outper-
form the MOE approach, since the former adapts in lower dimensions than the latter,
thereby producing gain against the noise.

To understand this approach, consider the covariance matrix of r(i):

C=C;+o%lIy, 27.9)

where C; = Y8 A2 ¢ el , andwhere Iy denotesthe N x N identity matrix. (Here

o? isthe noise variance.) Since this matrix consists of the sum of the rank-K matrix
C; and the rank-N identity, its eigendecomposition can be written in the form

C=U; A, U7 +U,A,UT, (27.10)
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where the columns of Ug are the K principa orthonormal eigenvectors of C, and
where the columns of U, are the remaining N — K orthonormal eigenvectors of C.
The K x K diagona matrix As has the K largest eigenvalues of C onits diagonal, and
A, = a%Iy_g. Since the columns of U form a badis for the span of ¢y,...,cx, We
can interpret Uy as defining asignal subspace and U, as defining a noise subspace.

If we know the signd subspace, then the weights in (27.5) corresponding to the
decorrelator and MM SE detector for user k, can be written respectively as

-1
& =2 U, (AJ —o%x)  Uls @7.11)

and
m =y U A7 UT s, (27.12)
where yZ and y;" are positive constants (which are irrelevant to detection). Thus, these
linear detectors can be viewed as operaing by first projecting r (i) onto the signa sub-
space y(i) = U7 r(i) € RX; projecting ¢, onto the signal subspace and then forming
alinear multiuser detector in the signa subspace by choosing weights a; € RX, such

that bi(i) = sgn {a] y(i)}. In this framework, the decorrelating detector and the linear
MM SE detector are given in terms of the weight vectors

1 1
d .
=d 27.1
a lag[Al s L 62]pk (27.13)

and

1 1
where py is the projection of ¢ onto the signal subspace: pr = U7 s, € RX; and where
Al,...Ax arethe diagona dementsof A,.

The quantities needed to specify the above detectors are, essentialy, the signal sub-
space parameters and the signalingwaveform (e ) of the desired user. In principle, the
signal subspace can be estimated straightforwardly since C and its eigencomponents
can be estimated directly from the stream {r(i)} of received vectors. This implies that
dx and my can be obtained blindly from {r(i)}, together with knowledge of ¢,just as
in the case of the M OE detector. However, eigenvalue decomposition or singular-value
decomposition are of complexity ®@(N3), and thus are computationally prohibitive for
typical system parameters. However, this problem can be solved by using one of
severd O(N K)-per-update subspace tracking agorithms which have been developed
over the past few years. Experiments with the PASTd agorithm [16], reported in [14],
show that this approach is quite promising. Not only is the complexity lower than
that of MOE-RLS (which requires ®@(N?2) operations per update), but the converged
signal-to-interference-plus-noise ratio (SINR) is larger due to the above-noted gain
resulting from adaption of K, rather than N, parameters.

275 ENHANCEMENTS

As noted in the Introduction, practical wireless channels are impaired by a number of
significant phenomena beyond multiple-access interference. Among these are multi-
path, fading, dispersion, narrowband interference, and impulsive noise. Also, practical
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recavers may have multiple antenna elements to take advantage of spatid diversity.
All of these effects can be treated jointly with MAI mitigation using enhancements to
the techniques described above. Here, we will mention briefly some of these enhance-
ments. Further details can be found in [3, 8, 12-15].

Path diversity. Adaptive subspace detectors are particularly easily modified to ac-
count for many channel deviations from the basic modd of (27.4). This is true, for
example, for channels exhibiting path diversity, such as arises from resolvable nondis-
persive multipath or from multiple receiving antennas. In these Situations, subspace

tracking can be applied for each path (i.e. for each multipath delay, or each antenna
element) to yield per-path linear multiuser weights. The outputs of these per-path fil-
ters give rise to avector whose covariance matrix has, asits principa eigenvector, the
vector of optimal path-combining weights. This phenomenon (discussed in [14] and

[15]) dlows for blind joint adaptive channdl identification and multiuser detection in
these environments.

Dispersion. In dispersive channels, intersymbol interference (1SI) arises in addition

to MAI. Such channels can be modeded by replacing the non-dispersed data signal's
x1(),... . xk(t) in(27.1)«27.2) with versions mat have been dispersed by time-invari-

ant linear filtering (corresponding to channel bandlimiting). Assuming that this filter-
ing spans a finite number, say L, of symbol intervals, then this moded gives rise to

amulti-input/multi-output (MIMO) version of the synchronous channel modd (27.4).
(Thisformalismdso dlowsfor unknown, dissmilar delays.) Asinthe non-dispersive,
synchronous case, this situation givesriseto asigna subspace structure, which can be
exploited to blindly identify the MIMO channdl, and then to perform combined equa-
ization (i.e. 1S suppression) and multiuser detection. The details of this approach are

described in [13).

Impulsive noise.  In many radio channels, the ambient noise (represented by n(i) in
(27.4)) is decidedly non-Gaussian due to naturd and man-made impulsive noise. In
such channels, linear methods such as those described above often perform poorly in
terms of bit-error rate. This performance loss can be mitigated, and in fact perfor-
mance can be improved over Gaussian-channel performance, if the impulsive noise
is properly accounted for in detector design. One way of doing this is to consder
the synchronous multiuser detection problem (in the context of (27.4)) as aregression
problem of estimating 6, (i) £ Axby (i) from the obsarvation

K
rG) = Y 6k(i)ex +n(i). (27.15)
k=1

In particular, if we let (i) be an estimate of 8¢ (i), then Be(i) = sgn {(i)} is an es
timate of the symbol b (i). By using robust regression in this context, we can guard
againg impulsive noise while retaining the advantages of multiuser detection. More-
over, this type of detector can be adapted blindly via subspace methods. These tech-
niques are described [12].
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“Long-code” systems. As afinal comment, we recal that the adaptive methods de-

scribed in this paper have been derived from the modd (27.2) in which the signaing

waveform repeats periodically at the symbol rate. In systems such as that described

by the IS-95 cellular standard, this mode is not accurate because the besic signaling

waveform has a period much longer than a single symbol interval. Techniques for
dealing with this issue have been the subject of several recent studies. These tech-
niques primarily make use of chip-level structure that is invariant to the period of the
spreading code. The reader isreferred to [1] and [5] for recent approaches to adaptive
signa processing in such situations.
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Abstract:  Wirdess ATM has attracted considerable research attention in recent
years because of its promise of delivering multimedia traffic ubiquitoudly to mobile
users, and its seamless connection to the (land-line) broadband ISDN. However, orig-
inally designed for time-invariant and high-quality physical links (such as fiber-optic
networks), implementations of ATM in awireless environment face severa challenges.
Of particular significance is the ahility to provide a reliable physical layer without ex-
cessive overhead. In this paper, we consder channel estimation and equalization prob-
lems in wireless ATM. Our god is to eliminate or greatly reduce the transmission of
training signals associated with channel equalization. The proposed approach, dubbed
Protocol-Aided Channel Equalization (PACE), exploits smultaneoudly the structure of
the ATM cell, the medium access control (MAC), and information-carrying data sym-

bols.
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28.1 INTRODUCTION

Since it was proposad in 1993 as a possible solution for the next-generation multi-

media wirdless networks, wireless ATM (Asynchronous Transfer Mode) has attracted

world-wide research interests. Like ATM itsdlf, wirdless ATM remainsto be a subject
of debate. To its proponents, wirdess ATM offers (i) the flexibility of assigning band-
width on demand for multimedia treffic; (ii) the compatibility with land-line ATM;
(iii) the small-size cdll structure suitable for implementing ARQ (automatic repeat

request), and other error protection measures which are indispensable in a wireless
environment. To its critics, wirdless ATM suffers from, among others, high overheads
associated with both the header of small-size ATM cdlls and the need for sending train-
ing sequences for equdization, potentialy for each cdl. In contrast to conventional

TDMA cdllular systems, where users are assigned to periodically spaced time dots,

wirdess ATM (and many communication networks for multimedia applications) is an
asynchronous packet transmission network. By asynchronous we mean that differ-
ent users transmit information asynchronoudy in time dots that may or may not be
pre-determined. A user may be silent for an extended period of time and, when the
need arises, may want to transmit at a high data rate that occupies a large portion of
the available bandwidth. Furthermore, the user may aso want to have a guaranteed
quality of service (QoS).

Adaptive receiver design is critical in asynchronous packet networks regardless of
whether wireless ATM is aviable choice for the next-generation wireless multimedia
networks. The main challenge lies in the trade-off between performance, complexity
and spectrd efficiency. The constraints on spectral efficiency are much stronger in
a multimedia asynchronous network, where not only channels change in time, but
aso gpatially. Specificaly, users may transmit at an unpredictable time, and their
performance requirement may be different. In synchronous networks, for example,
the base-station can load channel or equalizer coefficients from previous time dots.
This becomes unreliable for asynchronous networks because the channd may have
changed dragtically from the last transmission. The QoS requirement in ATM aso
raises an interesting problem in receiver design. Real-time communication must have
ashort time delay, which requires the receiver to have a smple structure. In contrast,
the transmission of e-mails and data files must have low error probability. In such
a case, a high-performance receiver with reasonable latency may be preferred. Each
mobile user can have multiple connections, eg., a user may perform file transfer and
have a phone conversation at the sametime. Therefore, even if the physica channdl is
the same, the receivers for different connections from the same user may be different.

Mogt existing gpproaches to equaization in wirdess ATM are conventiona tech-
niques that rely on the transmission of training signals. This, unfortunately, leads
to sometimes unreasonably high overhead. The importance of achieving adaptive re-
ceiver design with minimum system overhead was pointed out succinctly by Ayanoglu,
Eng, and Karal [2]:

For a burst-mode modem, the time-varying channel needs to be learned often, poten-
tially each time a packet is to be transmitted, especially if packets are coming from
different sources. This generates an overhead, which results in a necessary reduction
in the efficiency of the system. Keeping this overhead to its minimum is a research
challenge.
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In this paper, we discuss severd issues in channel estimation and equalization for
wirdess ATM. Specificaly, we investigate the possibility of eiminating the preamble
at the beginning of each burst by using the so-called protocol-aided channel equaliza
tion (PACE). Thisis motivated by the fact that, in wirdless ATM, cdll headers are often
transmitted and many MAC protocols [13,17,20] are designed, or may be modified,
in such a way that headers are known a priori to the receiver. The key component
of PACE isablind or semi-blind channel estimation that must have fast convergence
rate, possibly achieving equalization within one datacell.

282 WIRELESS ATM

Asynchronous Transfer Mode (ATM) is a switching and multiplexing technique for
Broadband Integrated Services Digital Networks (B-ISDN). Developed for communi-
cations of multimediatraffic including data, voice, video, €c., ATM combines features
of telephone networks, which provide guaranteed Quality-of-Service (QoS) once the
connection is made, and features of data networks, which offer flexibility to handle a
large number of users and have an efficient usage of bandwidth. Literature on ATM is
extensive, and readers are referred to [26,27]. For our purposes, only afew properties
of ATM are discussed.

28.2.1  Circuit switching, packet switching, and virtual circuit packet
switching

Traditional telecommunication systems such as the origina telephone network are
circuit-switched networks. As connection-oriented services, circuit switching—as il-
lugtrated in Fig. 28.1—means that (i) the signa propagates through a fixed route de-
termined at the time when the cal is sat up; (ii) once the route is determined, there
is a fixed dlocation of the bandwidth to this particular connection. For example, if
acdl is requested between A and D, the network, according to its current traffic, as-
signsaroute (eg. ABHFD) dong with aguaranteed bandwidth, say 64 Khits/s. Before
this cal is completed, if another cal is requested by G to |, and if links HF and DF
have aready been dlocated to their full capacity at the time of request, then this new
cal cannot be etablished and will be rejected. Note that circuit-switched networks
guarantee the QoS once the connection is set up.

el Y

Figure 28.1 Network switching.
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One disadvantage of the circuit-switched network is its lack of efficient usage of
the network resources. For example, suppose that the call between A and D is st
up through route ABHFD, and suppose that there is no active traffic between the two
nodes (user A may simply log in on a remote computer but not issue any command),
the link HF, although fully dlocated to its capacity, is not actually used to the capac-
ity, and it could have been assigned to another connection. Unfortunately, since the
resource allocation is determined at the time of call-setup, this link can not be shared.

Packet switching offers connection-less services, and it is widely used in data com-
munication networks. The internet is one such example. If A wants to send data to
D, the data will be segmented into packets of fixed or variable size. These packets
may propagate through different paths (AEHFD and AEHBCD), and they may arrive
a D a different time due to different traffic conditions on different routes. Buffers
are usually needed by the nodes along the routes, and these packets are reassembled at
the destination. In contrast to circuit switching networks, packet switching networks
determine the route for each packet independently according to the traffic condition
of the network. In other words, network resources are alocated dynamically. For the
example discussed earlier, connections AD and Gl can both be accommodated by mul-
tiplexing their packets on various routes. If HF is congested, a packet from A to D can
take AEHBCD.

One of the disadvantages of packet-switched networks is that the network does not
guarantee that the packet will arrive on time. Thisis significant in multimedia gpplica-
tions when certain communications such as voice and video require on-time delivery.
Another complication of packet switching is that each packet must have an identifier
that indicates where it comes from and what its destination is. The transmission of
thisinformation imposes atax to the network. Obvioudly, the longer the packet is, the
lower is this tax.

As a compromise between the two, virtual circuit packet switching combines fea
tures of both circuit and packet switching. It is connection oriented; dl signasfrom A
to D propagate through the same route determined at the time of request. In order to
obtain flexibility and efficient use of network resources, the signal is segmented into
packets, and the network resource is dlocated dynamically to each packet (although
al packets travel through the same route). If A has no packet to send, then it will not
occupy any link in theroute, and al links can be alocated to other users. On the other
hand, because there is a fixed route, al packets from A to D will arive in sequence.
Further, packets can be labeled by priorities. Voice-sgna packets and data-file pack-
ets will be treated differently. The former require minimum latency but possibly alow
higher error rates, while the latter require low error rate but alow acertain amount of
delay.

ATM isvirtual-circuit—often referred to as virtua-channel—packet switching, and
it offers the flexibility of supporting multimedia traffic with QoS guarantee. The
packet in ATM, the so-cdled ATM cell, has the fixed 53-byte size that includes a
5-byte header and 48 bytes of payload. The header has a 2-byte virtual channel iden-
tifier (VCI) and a one-byte virtual path identifier (VPI). Jointly, VCI and VPl specify
therouting of the ATM cdll. Therest of the header includes contral information, the
type of traffic, priority information and error control. Like packet switching, virtual
circuit packet switching dso imposes atax on the network. Because the requirement
of QoS, the packet size cannot be too large. Indeed, one of the reasons of choosing the
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53-byte cell Sze is to minimize the delay involved in the packetization of voice Sg-
nals. Consequently, the overhead associated with the packet information can be quite
significant. Therefore, while the network is efficiently used by multiplexing different
users, it isinefficiently used by transmitting not only information-carrying signals, but
a0 signals that are not useful to the end-user.

28.2.2 Wireless ATM

The merge of communications and computing, the demand of multimedia services,
and the perceived future proliferation of tether-less on-demand services such as high-
definition television (HDTV) and World-Wide Web (WWW) prompted active research
in wirdess ATM. Is ATM suitable for wireless applications? Can a technology orig-
inally developed for bandwidth-rich applications be used in a bandwidth-constrained
environment? What is the impact of noise, interference, and time-varying fading on
an ATM network? Although these questions have not been answered satisfactorily,
there have been, since 1992, a number of proposals and prototypes that demonstrate
feasibility and advantages of wirdess ATM. Examples include NEC's WATM [21],
the Radio ATM by Olivetti Research Ltd [18], the BAHAMA by the Bell Laboratory
[6], the WAND as part of the Advanced Communications Technologies and Services
(ACTS) research program [8§].

Wirdess ATM isan active research field that covers not only the physical layer, but
al layers of the network architecture. For our purposes, we mention here only a few
agpects of wirdess ATM that are closely related to physical layer design. Interested
readers may consult the excdllent survey articles [1,2,19] and the references therein.

Mogt wirdess ATM implementations share severad common features. Usualy, they
have a cdllular structure that involves a base-gtation and mobile users as shown in
Fig. 282. Through the base-gtation, each mobile user communicates with others inside
and outside the cdll. The base-gtations are connected with Mobile ATM switches. In
most cases, ATM cdlls are transmitted over the air between the base-station and mobile

units,
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Figure 28.2 A wireless ATM architecture.
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Physical layer designs of these systems are different. Roughly, they aim to pro-
vide 20-25 Mbps in ether the 2.5GHz or 5GHz band. The bandwidth efficiency
should be around 2—4 hitssHz. Modulation being consdered are QPSK, 16QAM,
GMSK, OFDM and possibly spread-spectrum signals. The channel usually has atime
spread of 200-500 ps. Time-division multiple access (TDMA) and time-division du-
plex (TDD) are used in many of the systems.

Directly above the physical layer is the medium-access-control (MAC) layer where
the MAC protocol determines how each mobile unit accesses the base-gtation in the
up-link and how the base-station delivers information to mobile units in the down-
link. Compared to traditional ATM, this part is unique in wireless communication.
In designing MAC protocols, one must consider both the QoS requirements and the
efficient utilization of the available bandwidth. Again, MAC protocals are different
for various implementations. However, most prototypes have reservation-based MAC
protocols [4,13,15,16,20], i.e, the alocation of time dots are based on requests of
mobile users.

28.3 CHANNEL ESTIMATION AND EQUALIZATION IN WIRELESS ATM

One of the mogt important functions of receiver design for communications over inter-
ference channels is channel estimation and equalization. Interference can be caused
by other users or by the signd itsdlf through multi-path reflection and other channel
digtortions. The latter is often referred to as inter-symbol interference (1S1). Since
mog wirdess ATM implementationsarebasad on TDMA, ISl isthe primary concern,
and we shall restrict our discussion to dealing with IS,

While the need for equalization in wirdess ATM iswell known, few details about
equalization in wirdless ATM are reported in the open literature, although many proto-
types suggest conventional training based equalization schemes (cf. [2,9,10,17,20]).
Training-based methods rely on the transmission of so-cdled training signals which
the receiver knows a priori. Based on the received sgnd and the known training
symbols, estimators can be formed directly, or in an indirect way, by estimating first
the channel parameters. These approaches have the advantage of using well-tested
equalization techniques and require no interaction between physica and upper layers.

There are severd drawbacks of using training-based equalization in wirdess ATM.
Fird, bandwidth efficiency may be greetly affected [2]. For example [20], atraining
preamble of 27 bytes may be needed for asingle ATM cdl of 53 bytes. Second, for
reservation-based medium access control (MAC), the use of a preamble in access con-
tention lengthens the request message. For a fixed contention period, this increases
the probability of collision and decreases network efficiency. To improve the overal
efficiency in bandwidth utilization, it is necessary to reduce or even eiminate the over-
head associated with the training. Potentidly, this can be achieved by the use of blind
equalization methods [7,24]. Perhaps the first application of blind equalization was
suggested by Cox [5], where the constant modulus agorithm (CMA) was consdered
promising. Its simplicity and its close connection with the MM SE receiver make CMA
an attractive solution for the mobile usar. On the other hand, CMA lacks the conver-
gence spead necessary for the equalization of up-link channels, especialy for certain
traffic when there are significant channd variations between the transmission of adja-
cent cells. For these applications, fast blind equalization techniques [12,14,24,25,29]
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that exploit both time and space diversity are preferred for short-data packet transmis-
sons. Perhaps a much more interesting issue is the effect which sending training sig-
nals has on the efficiency of bandwidth utilization. When the channel is time invariant,
the training signal needs to be transmitted only once and, asymptotically, there is no
degradation in transmission throughput. On the other hand, when the channdl varies,
training signals must be sent repeatedly, which may grestly reduce the transmission
throughput. Fig. 28.3 illustrates one such case with a high-frequency (HF) channel.
The channel is atwo-ray multi-path channel with variable-fading bandwidth under the
Watterson modd [28]. When the fading is time invariant, training needs to be done
only once. Using the symbol error rate of 10~2 as the threshold, increasingly frequent
transmission of training sequences is required as the fading bandwidth increases in or-
der to maintain the symbol error rateat 10~2. As shown in Fig. 28.3, if the normalized
Doppler spread is bdlow 104, about 10 % of the transmissions are used for training in
order to maintain the desired symbol error rate. Once the normalized Doppler spread
exceeds 10~4, the throughput deteriorates rapidly.
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Figure 28.3 Efficiency vs. fading bandwidth for HF channels under the Watterson
Model. SNR= 27 dB. Desired raw symbol error rate at 10~2. MMSE block DFE is used
in equalization. Symbol rate: 2400 symbol/s.

28.3.1 PACE: Protocol-aided channel equalization

The Protocol-Aided Channel Equdization is motivated by the observation that in
ATM, most parts of the cdl header for a fixed connection do not change from one
cdl to the next. For example, both VCI and VP are fixed once the connection is st
up. Other parts of the cell header change according to a predetermined pattern. For
example, the ATM sequence humber increases by one during regular transmission.
Although MAC protocols can be used to aid channel equdization in various ways, we
consider here only the use of ATM cell headers.
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The main question is: Can the header be exploited for equalization? If yes, how?
We examine this question in three separate steps.

Can the ATM header be used? The answer to this question depends on whether the
receiver knowsapriori the heeder of the particular ATM cell, and thereforelargely on
specific implementations of MAC protocols

Consider a generic demand-assignment protocol in TDMA/TDD system as used in
the WATMnet by NEC. The frame structure of this MAC is shown in Fig. 284. When
amobile unit needs to transmit data, it will send a request in the mobile-base-station
control dots. Upon receiving the request, the base-station decides, according to the pri-
ority of the request, the traffic of the network, and the available bandwidth, in which
time dot in some frame that follows this mobile unit can transmit. This decision is
broadcasted in the base-station-mobile time dot. Because of such types of handshak-
ing, the base-gtation knows, in a particular time dot in the up-link, where the sgnd
comes from, with which communication link the signal is associated, and where the
datais to be routed. In other words, most of the ATM header is known to the recaver.
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Burst Burst Burst
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N ———— .\,_._ S— '/\.'- .\V.J.
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B-M: Base station to Mobile
M-B: Mobile to base station

Figure 28.4 NEC WATMnet's MAC frame, B: Base station, M: Mobile users.

Isthe ATM header sufficient for equalization? The answer to this question depends
on the type of channel and modulation. If the channel does not have large memory, a
few symbols would be sufficient. On the other hand, if the channdl has considerable
delay spread, and high-order modulations such as 16 QAM are used, the header itsalf
would not be sufficient.
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To formulate this problem formally, we condder the indirect approach where the
channel impulse response is to be estimated first. At issue is whether the header alone
is sufficient for the identification of the channel. The concept of identifiability is funda-
mental in estimation theory [22], and it can be described asfollows: let h be the vector
containing channel parameters, x be the received signal vector, and f(x; h) be the like-
lihood function. The channd is identifigble if f(x; h;) = f(x; hy) implies h; = h;.
In other words, identifiability means that there is no arbitrariness in the estimation of
the channel parameter. In the up-link of a TDMA system, the so-called guard period
is usudly inserted between signas from different users so that they will not interfere
with each other. In the down-link, on the other hand, the signdl is broadcasted from
the base-tation, and no guard period is necessary. The presence of guard periods does
have an effect on channel estimation, because the receiver knows that the transmitter
is dlent during this period. It can be shown that if the channel has order L (there are
L + 1 parameters), then the minimum length (in terms of number of symbols) for the
header must satisfy

2L+1 without guard time

L+1  with guard time (28.1)

min. header length = {

It is clear that using a header done offers only limited capability in estimating the
channel impulse response.

Can the payload portion of the cell be usedfor equalization? The answer to this
question is not trivid. Intuitively, although the receiver receives only the distorted
version of the transmitted signal, the received signal does contain certain information
about the channel. The real issue is whether such information is sufficient for the
identification of the channel and how the identification can be performed.

We consider now the estimation of multiple channels as shown in Fig. 285, where
the data symbols are transmitted through a vector of channels. This mode can come
from the presence of an array of receivers, or simply from sampling the received signa
at arate higher than the symbol rate. Denoting the vector impul se response by

he (A0, 0T (282)

we have the following system equations in the time domain

L

Yk = Zhisk—i +ng, (28.3)
i=0

where y, is the received (noisy) signd. Depending on the type of traffic and the mode
of transmission, the channel mode takes dlightly different forms.

When the payload part of the cell is used for channel estimation, the corresponding
symbols are unknown and we have the so-called blind channel identification problem,
i.e, given xg, can hy be identified (from the likelihood function) up to a constant
factor? Note that since the data symbols s are unknown, the constant ambiguity is
unavoidable unless the magnitude and phase of certain symbols are known. We then
have the following identifiability results:
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Figure 28.5 A multichannel model.

Theorem 1 Consider the vector channel model given in (28.3).

1. Ifthere is no guardperiod, then the channel coefficients are identifiable
ifand only if
(@) {hi(z)} are co-prime;
(b) {sx} haslinear complexity greater than 2L + 1

2. If histo be identified using a single ATM cell with guard periods at the beginning

andthe end of the cell, then h is identifiable ifand only if {;(z)}are co-prime and
{s¢} # {0}

3. Ifmultiple ATM cells, separated by guard periods, are usedfor identification, then
h is identifiable ifand only if {s.(z)} are co-prime, where s,(z) is the z-transform
ofthe nth cell.

Sketch of the Proof: The proof of 1 is given in [23]. To show identifiability, it
suffices to examine the noisdless case. To show 2., let s(z) be the z-transform of the
input sequence. With guard periods, the observation at the ith channel can be written
as

xi(2) = hi(2)s(2) - 28.4)

Hence
xj(@)  hi(@)
When {A;(z)} are co-prime, they are uniquely determined up to aconstant by {x;(z)}.

To show 3, let s4(z) bethe z-transform of the input sequence for the nth cell, and
x(z) bethe z-transform of the observation. We then have

(28.5)

x(2) = hi(@)sn(2) . (28.6)
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Using the same argument as above, replacing h;(z) by s»(z), one concludes that s,(z),
hence &;(z) can be uniquely determined from x;(z) up to a scding factor. O

Tab. 281 summarizes the comparison case when only the header is used in the
identification and when the payload is used in the identification. Here we compute the
maximum channel length for that identification ispossble. It is evident that the use of
the payload portion of the ATM cdll greatly enhances the channd’s identifiability.

Table 28.1 Maximum identifiable channel order.

OPSK  8-PSK  I6QAM 64 QAM

Without Blind Identification 53 35 26 17
Guard Time  Using header only 11 7 5 3
With Blind Identification any any any any
Guard Time  Using header only 23 15 11 7

Blind and semi-blind channel estimation for ATM.  Having established the benefit
of using the header as well asthe payload part of the ATM cdl for channd estimation
and equalization, we now address the question how to exploit header and payload
structuresfor channel estimation and equaization. This problem can be cast as ablind
and semi-blind channd-estimation and equalization problem which has been an active
research areain recent years [24)].

We outline here one of severd possible implementations of PACE agorithms il-
lustrated in Fg. 286. Details can be found in [3]. This approach is a combination
of (blind) channel estimation and block minimum-mean-square-error decision-feed-
back equdization (MMSE-DFE) [11]. Given the received data from one cdl or a
block of cdlls, an initial channel etimate h is obtained by a maximum-likelihood-
based blind-channel estimation (BCE). The initial channd estimate is then used in
(MMSE-DFE) to produce atentative decision §, of the payload. Using these detected
symboals, the channel is re-estimated by a decision-directed channel estimator (DDCE)
that uses standard techniques such as LMS or RLS. The improved channel estimate
h is used next to provide the final symbol estimate 8,. Obvioudy, additional DDCE-
MM SE can be used to improve performance with the price of increased complexity.

Therole of the ATM cdl header istwofold. In channd estimation, cdll headersand
their structure can be used to improve the quality of channel estimation. Although it
may be possible that achannel is estimated using only the cell header, the performance
may not be satisfactory. The use of blind channel estimation is important because it
blocks possible channel estimation error propagation in the conventional block detec-
tion schemes. In symbol detection, the knowledge of the ATM cdll headers blocks the
propagation of detection errors that severdly hinder the detection performance.

28.4 CONCLUSION

It is well known that channel estimation and equalization is vital in relidble com-
munications over interference channels, and equdization techniques for single-user
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DDCE

=

MMSE-DFE

symbol estimates

Figure 28.6 Channel estimation and equalization for ATM.

point-to-point communications are mature. However, equalization for wireless ATM

or other types of asynchronous networks present new challenges and new opportuni-
ties. In this chapter, we addressed severd agpects of this problem by examining the
role of ATM cell structure in channel estimation and equalization. In order to exploit

the ATM cdll structurefor equalization, the incorporation of the MAC protocol is nec-
essary. To agreat extent, how to effectively integrate the physical layer with MAC
protocol designsis an open research area.
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Abstract: Blind signal separation is currently an active research topic, and many
techniques for accomplishing it have been discussed in the literature. In his excellent
survey article [4], Cardoso describes blind signal separation (BSS) as the recovery of
“unobserved signals of ‘sources’ from severa observed mixtures’. This paper describes
a particular implementation, a recently constructed two-channel processor capable of

operating on convolutive mixtures of QAM dgnds running at symboal rates as fast as
40MHz. This processor has been applied to severa practica problems, including the
cancellation of cross-pole interference from a digital radio signa of interest and the
diversity combination of signals received from two apertures or antenna feeds.

291 INTRODUCTION

The need to transmit growing amounts of information through channels of fixed band-
width has encouraged the development of spectraly efficient transmission techniques.
Indigita microwaveradio systems, for example, spectrd efficiency canbeattained by
transmitting multiple bits per symbol using quadrature amplitude modulation (QAM),
by transmitting simultaneously on orthogond signd polarizations at the samenominal
carier frequency, or both. When doing both, it is commonly found that even though

365
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the signals are transmitted on orthogond polarizations, refraction and reflection en-
countered during the signal’ s propagation to the receiving antennas tends to additively

mix thetwo. Thus, each of thetwo signalsisreceivedin the presence of interference
from the other. While someinterference can be tolerated, particul arly when the modu-
lations employed are smple (such as QPSK), this interference can badly degrade the
accurate reception and demodulation of high-order QAM signals. This practica prob-
lem is an example of aclass of theoretical problems which have come to be known as
“blind signa separation (BSS)” [4]. We shdl firgt treat the problem at hand and then

determine how it fitsinto the more general BSS construct.

A number of papers and reports were published in the 1980s, for example [1-3,6],
which addressed solutions to the problem of cross-pole interference. While techni-
caly accurate, the recommendations made in those papers could not be applied to the
design of digital microwaveradio demodulators at the time, because the required high-
speed semiconductor technology wasnotyetavailable. Itsrecentarrival, however, has
permitted the construction of such a demodulator. This unit, described in more detail
in [7], accepts two intermediate frequency (IF) inputs and produces an output con-
sisting of demodulated data symbols. The demodulator is capable of handling QAM
signds with congtdlations of up to 128 at symbal rates of greater than 40MHz. The
demodulator is capable of blind acquisition, implying that it can initialize al of its
control loops, including the channel equalizers and cross-pole interference cancellers,
without the need for explicit or embedded training signals from the transmitter.

Section 29.2 describes the cross-pole interference problem in mathematical terms
and dtates the analytical solution. Thereit is shown that two other practical problems
can be viewed as subsets of the “ cross-pole€” problem and that al fall under the rubric
of blind signal separation. Section 29.3 briefly describes how ademodulator was built
to implement this solution. Some experimental results are shown in Section 29.4.

29.2 THREE RELATED INTERFERENCE PROBLEMS

Fig. 29.1 shows a simplified view of a microwave communications system employ-
ing frequency reuse. Two separate input data streams are applied to two modulators
operating at exactly or nominally the same center frequency. The outputs of the two
modulators are then gpplied to the orthogonaly polarized feeds of the same antenna.
The receiving facility uses asimilar dual-polarized antennaand is oriented so that the
respective feeds at the transmitter and receiver are spatialy aligned. In the absence of

impairments such as multipath propagation, the signals recovered at the two orthogo-
nal receiver feeds are essentially those transmitted. Even though they share the same
bandwidth, their orthogonal polarizations dlow them to be demodulated separately
and without regard for the other. In fact, however, the two signals do contaminate
each other. This “cross-coupling” typicaly stems from one or two factors, mechanicd

imperfections or misalignments of the antennas and reflection and scattering encoun-
tered in the propagation from the transmitter to the receiver. The combination of these
factors can be well modeled using the block diagram shown in Fig. 29.2. Each re-
ceiver input is the sum of causally and possibly time-varyingly filtered versions of

each of the transmitted signas. In a well designed transmisson system the gains

of the two “direct” paths are much higher than those of the “cross-pole’ paths, and
therefore mitigation of thiscoupling isnot necessary, even though equalization of the
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multi path-induced distortion in each direct path is. Many practical situations do arise,
however, in which the cross-pole terms are commensurate or even larger than the direct
paths. In these cases, processing of some sort must be performed to permit accurate
demodulation of the transmitted signals.

lsnput Output

tream . Estimate
- Signal #1 De- \_’

r’- Modulator Vertically [} modulator [#T

Polarized Wave

Ll

Input Signal #2 Output
Stream on Horizontally De- Estimate
—>#2 | Modulator | Polarized Wave 1 modulator |75

Figure 29.1 A typical configuration for frequency reuse in digital microwave radios
using transmission on orthogonal polarizations.

Egtimation of either of the two transmitted signals in such a situation can be ad-
dressed by posing it as a multichannel Wiener filtering problem. Given the two re-
caved sgnds, what linear combination of them produces the least-mean-squared dif-
ference between it and a suitably delayed version of the transmitter input? Fig. 29.3
repeats the modd of the cross-pole channel and shows the two filters whose impulse
responses must be chosen. If the desired transmitted signal is available to the receiver,
or if the demodulator’s output decisions are aready accurate most of the time, the
choice of filter pulse responses can be determined using any number of techniques for
minimizing the mean or average squared error. |If these conditions are not satisfied,
then blind adaptation rules must be applied.

There are two other problems commonly encountered in the reception of digitdl sig-
nds, so-cdled “flat fading” and interference from narrowband signals. It is sometimes
practical to solve these problems in the same way, that is, by providing the receiving
processor with two versions of the transmitted signal. Even though the solution and its
implementation are the same, the techniquesfor solving these problems go by different
names. The problem of flat fading is usually addressed with “diversity combination”,
the artful summation of two or more received versions of the same transmitted signal.
These different versions are usudly attained by using multiple antennas or sometimes
by using orthogond feeds on the same antennas (“polarization diversity”). If the flat
fading characterigtics encountered are statigtically independent of each other, then the
quality of the summed signal will be as good as (and often better than) any of the
individua received versions. Historicaly, the circuitry employed for diversity com-
bination was capable of adjusting the gain and sometimes the phase of the diversity
inputs, thus limiting the applicability of diversity combination to those cases in which
the inputs did not encounter different propagation delays or dispersion. Consider now
Fg. 294, amodd for the sgnals received in a two-channd diverdty receiving sys-
tem. In principle, the two signals are received in the presence of different delay and
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Figure 29.2 A propagation channel model including cross-coupling of the signals
transmitted on orthogonal polarizations.

dispersion, as modded by thefilters Cy and Cz1. The optimal Wiener receiver in this
case is shown on the right side of Fig. 29.4. It congists of two properly chosen filters,

whose outputs are summed to produce the input to the demodulator. A comparison

of Fg. 20.3 and 294 illustrates the fact that the diversity combination problem can
be viewed as a subset of the crosspole problem. Even though there is no interfer-
ence present, the optimal receiver is till atwo-channel processor with the filter pulse
responses chosen to maximize SNR (or any other appropriate quality measure).

The third related problem is commonly cdled “sidelobe cancedling” and is illus-
trated in Fig. 20.5. The signd of interest is received in the presence of an interfering
signal, often because the receiving antennais not spatially selective enough to reject it.
Also shown in Fig. 295 is a technique commonly employed to combet this problem,
adaptive subtraction of the interferer using a signa obtained by an antenna aimed as
directly as possible a the interferer. Asin the diversity combination problem, the use
of this “sidelobe cancellation” has traditionally presumed that the versions of interfer-
ence present at the differencing node have been subjected to the same dispersion and
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Figure 29.4 The Wiener filter solution for the diversity combination of differentially
delayed or dispersed signals.

delay. Sincethisisrarely true, the utility of this approach has been limited to the case
of interference which is very narrowband compared to the signal of interest.

If we compare Fig. 29.3 to Fig. 29.5 we see that the sdelobe canceller can be
viewed once again as a specid case of the cross-pole cancdler. Furthermore we see
that the dual-channel receiver architecture shown in Fig. 29.3 would permit delay and
dispersion compensation between the two received versions of the interference, thus
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Figure 29.5 The Wiener filter solution for the cancellation of an interferer recsived in
the sidelobe of an antenna.

making the system capable of operating successfully against wideband interferers.
Thus we conclude that with the proper selection of filters W and W3 in Fig. 29.3,
an adaptive combiner could address al three of these practical problems, and, in fact,
extend the performance usually attainable with diversity combining and sidelobe can-
celling systems, because of its ability to ded with differential delay and dispersion.

293 A SOLUTION

The problem of blind crosspole combination was addressed in [3] in 1985 for fre-
quency-modulated (FM) and QPSK signals. It employed the genera architecture
shown in Fig. 29.6 and used the Congtant Modulus Algorithm (CMA) to adapt the
filters. Subsequent work, reported in [5], has shown that CMA can be used for
“one-channel” equalization of higher-order QAM. In fact, as illustrated in this pa-
per, CMA can dso be usad to direct the blind cross-pole combining of high-order
QAM, and can therefore be viewed as one method of solving the blind signal separa:
tion problem [4]. It is interesting to note that the digital implementation implied by
Fig. 29.6 was not feasible at that time and only recently has become o for signals of
the bandwidths typicaly employed in digital microwaveradios.

Fig. 29.7 shows the block diagram of a cross-pole canceller built from a pair of
demodulaors which have been linked together to form a sngle output. This output is
applied to an adaptive law which is used to blindly and jointly adapt the two filters.
Once adequately adapted, decisions based on the output signdl itself can be considered
accurate enough to be used as the reference signal for conventional dua-channel LMS
adaptation. The general similarity of the architecture shownin Fig. 29.3 and 29.6 and
that seen in Fig. 29.7 are evident. The design seen in Fig. 29.7 reveds more detail,
however, including the design of the individual demodulators and the linkage between
them needed to guarantee that both operate at exactly the same symboal rate. Factors
considered in the architecture of the individual demodulators are discussed in [5),
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Figure 29.6 A dual-channel processor for recovering one of the two transmitted QAM
signals (drawn from [3], circa 1985).

while additional factors associated with dual-channel implementation are discussed
in[7].

294 PERFORMANCE

The performance of this dual-channel processor can be evaluated in many ways. Here
we choose two. Fig. 29.8 shows the output congtellation in steady state. The signa

of interest has a 32-QAM congtdllation and is operating somewhat in excess of 31
megasymbols per second. The signal is received in the presence of additive noise
24dB down from the signd’s carrier. Fig. 29.8a shows the convergent congtellation

in the absence of cross-pole interference. Fg. 29.8b shows the effect of receiving the

cross-polarized interference of exactly the same modulation type at alevel of 18dB

beow this signd’s carrier. The clugter variance (CV), a measure of the effective Sg-
nal-to—nonsignal ratio at the demodulator’ sdecision circuit, degradesto about 17.5dB

with the introduction of this cross-pole interference. Once running, the two-channel

combiner produces the constellation shown in Fig. 29.8¢c. A visual comparison of the

congtellations shown in Fig. 29.8a and Fig. 29.8c shows that the degradation is due
to the additive noise, not the cross-polarized interferer. The cluster variance at con-
vergence is 23.4dB, only slightly worse than the signal—to—additive noise ratio at the
receiver's input.

A more careful evaluation of the cross-pole demodulator’s performance can be ob-
tained by examining Fig. 29.9. In this figure the symbol error rate at the demodulator’s
output is plotted as a function of the cross-pole interferer’s power, both with the adap-
tive canceller engaged and without. The favorable impact of the adaptive canceller is
clearly demonstrated.
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Figure 29.7 Block diagram of a cross-pole canceller composed of two digitally imple-
mented blind QAM demodulators.
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Figure 29.8 Comparison of signal constellations: (a) without interference but with
additive noise 24 dB below the signal carrier; (b) with 32-QAM interference at a level
of 18dB below the signal carrier; and (c) after successful operation of the adaptive
cross-pole canceller.

29.5 CONCLUSIONS

This paper has described the theoretical framework linking the problems of cross-pole
interference cancellation, dual-channel diversity combination, and sidelobe cancella
tion, and has shown that dl three can be optimaly addressed using a two-channe
adaptive combiner.

This optimal architecture was used as the basis for the hardware discussed in Sec-
tion 29.3. This processor accepts two inputs with bandwidths of up to 50 MHz and
uses the Constant Modulus Algorithm [8] to giveit the ability to acquire the signal of
interest in the absence of training procedures initiated by the transmitter. The results



BLIND SEPARATION AND COMBINATION OF HIGH-RATE QAM SIGNALS 373

32QAM, 31MBaud

10" &7 T T T T T T T ¥ T T T T T

-—= Horizontal Demod
et Vertical Demod

Symbol Error Rate of the Desired Signal

'\ XFIC ON x 7
107 » ; g Pragieiiird

LY :
-

\ r

. L g

3 1 1 L 1 JReitigeaesigas cang L 1 1 i
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32
Crosspole Interference Power in dB Below Desired Signal

Figure 29.9 Comparison of symbol error rate performance with and without cross-
pole canceller in the presence of a cross-pole interferer ranging in power from 0 to
40dB below the power level of the desired signal.

presented in Section 29.4 show that this implementation is in fact capable of blind
sgnd separation (BSS) inred time for wideband signals of significant complexity.
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